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HIGHER HOCHSCHILD COHOMOLOGY, BRANE TOPOLOGY
AND CENTRALIZERS OF E,-ALGEBRA MAPS

GREGORY GINOT, THOMAS TRADLER, AND MAHMOUD ZEINALIAN

ABSTRACT. We use factorization homology and higher Hochschild (co)chains
to study various problems in algebraic topology and homotopical algebra, no-
tably brane topology, centralizers of Ej,-algebras maps and iterated bar con-
structions. In particular, we obtain an FE,41-algebra model on the shifted
integral chains Ce4m (Map(S™, M)) of the mapping space of the n-sphere into
an m-dimensional orientable closed manifold M. We construct and use Foo-
Poincaré duality to identify the higher Hochschild cochains, modeled over the
n-sphere, with the chains on the above mapping space, and then relate the
Hochschild cochains to the deformation complex of the Eoo-algebra C*(M),
thought of as an E,-algebra. We invoke (and prove) the higher Deligne conjec-
ture to furnish Ej,-Hochschild cohomology, and all that is naturally equivalent
to it, with an E,,1-algebra structure and further prove that this construction
recovers the sphere product. In fact, our approach to the Deligne conjecture
is based on an explicit description of the E,-centralizers of a map of Foo-
algebras f : A — B by relating it to the algebraic structure on Hochschild
cochains modeled over spheres, which is of independent interest and explicit.
More generally, we give a factorization algebra model/description of the cen-
tralizer of any Ey-algebra map and a solution of Deligne conjecture. We also
apply similar ideas to the iterated bar construction. We obtain factorization
algebra models for (iterated) bar construction of augmented Ep,-algebras to-
gether with their E,-coalgebras and E,,_p-algebra structures, and discuss
some of its features. For FEc-algebras we obtain a higher Hochschild chain
model, which is an Ej,-coalgebra. In particular, considering the FE.-algebra
structure of an n-connected topological space Y, we obtain a higher Hochschild
cochain model of the natural E,-algebra structure of the chains of the iterated
loop space Cx(Q"Y).
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1. INTRODUCTION

The main goal of this paper is to apply the recent tools given by factorization
algebras and factorization homology (or higher Hochschild (co)homology) to study
various problems in algebraic topology and homological algebra, including the study
of string and brane topology, existence and explicit description of centralizers of
maps, which gives rise to a solution of higher Deligne conjecture, and the study of
iterated bar constructions for (homotopically commutative) algebras and iterated
loop spaces. These applications are the core of the sections [6] [7] and

We start demonstrating these ideas by first explaining the starting point of our
work. Our original motivation was the study of brane topology, as emphasized by D.
Sullivan: the algebraic structure of the chains on the mapping space of the n-sphere
into an orientable m-dimensional manifold M the coefficient of the chains being
over a field of arbitrary characteristic, or over the integers. The algebraic structure
of the chains on the mapping spaces of spheres into a manifold has drawn consider-
able interest, following the work of Chas and Sullivan [CS| on the free loop space.
It is now standard that the homology of the free loop space LM = Map(S*, M),
shifted by the dimension of M, has an intriguing structure of a BV-algebra, and in
particular of a Gerstenhaber algebrﬂ that is of a (graded) commutative algebra
endowed with a degree 1 Lie bracket satisfying the Leibniz rule. This structure

Lalso called 1-Poisson algebra
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is in fact part of a 2-dimensional homological conformal field theory (for instance
see [7, BGNX| [Lud])); the BV-algebra structure comes from the genus 0 part of
this topological conformal field theory.

Higher string topology, also referred to as brane topology, is a generalization of
string topology in which the circle is replaced by the n-dimensional sphere. Sullivan
and Voronov (see [CV]) have state(ﬁ that the (shifted) homology of the mapping
sphere Map(S™, M) has the structure of a BV,-algebra and in particular of an
n-Poisson algebra (or n-braid algebra in the terminology of [KM]). The latter
structure is the analogue of a Gerstenhaber algebra in which the Lie bracket is of
degree n. A BV, -algebra is an algebra over the homology of the operad of framed n-
dimensional little disks, while an n-Poisson algebra is an algebra over the homology
of the little n-dimensional disks operad (for instance see [CV] [SW]); algebras over
(the chains on) the little n-dimensional disks operad are usually called E,,-algebras.

The E,-algebras form a hierarchy of homotopy commutative structures, whose
commutativity increase with n, with Ej-algebras being essentially equivalent to
dg-associative algebras. In particular, an Fs-algebra is a dg-associative algebra,
with product Up, together with an homotopy operator U; for the commutativity
of the product Uy. Similarly, in an F,-algebra, U; is homotopy commutative, the
homotopy being given by an operator Us which is homotopy commutative and
so on until an homotopy operator U, _; which is not (required to be) homotopy
commutative. It is well known that the homology of an F,,-algebra is an n-Poisson
algebra. These algebras are nowadays of fundamental importance in quantization
(for instance see [KS| [PTVV]).

Sullivan-Voronov’s work leads to the following;:
Question: Is it possible to lift the n-Poisson algebra structure on the homology of
Map(S™, M) to a structure of (framed) E,, -algebras on the (suitably shifted) chains
of Map(S™, M) with coefficient in an arbitrary ring k¥

For an n-connected closed and oriented manifold M, we give a positive answer
to this conjecture.

Theorem 7.1. Let M be an n-connected Poincaré duality space whose homology
groups are projective k-modules. The shifted chain complex C, | gimar)(Map(S™, M))
has a natural E,1-algebra structure which induces the Sullivan-Voronov sphere
product in homology

Hp(Map(S”, M)) ® Hq(Map(S”7 M)) — Hp4q—dim(M) (Map(S", M)),
when M is an oriented closed manifold.

This E, 4+1-algebra structure can be seen as a higher dimensional analogue of the
genus 0 part of a topological conformal field theory.

Our approach is based on an algebraic model of the chains on the mapping spaces
generalizing Hochschild cochains, a fruitful model for string topology operations.
This algebraic model is an instance of factorization homology for commutative or
E.-algebras which we develop in sections [3] and [4

Hochschild cohomology groups of an associative algebra A with value in a bi-
module N are defined as

HH"(A,N) = H" (RHomag aor (A, N)) = Ext’sg 4on (A, N),

2also see [CV] BGNX], [C] for rigorous explicit construction of the underlying graded commu-
tative multiplication, called the sphere product
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where RHom denotes the derived mapping space, while the Hochschild homology
groups HH, (A, N) = Tor2®4” (A, N) are defined similarly by derived tensor prod-
ucts. These (co)homology groups are given by standard (co)chain complexes [Gel [L].
Hochschild cohomology of any (dg-)associative algebra has a natural Gerstenhaber
algebra structure and further, by the (solutions to the) Deligne conjecture, the
latter is induced by an Fs-algebra structure on the Hochschild cochains.

Hochschild (co)chains have been used as models for free loop spaces since at least
the 1980s. Indeed, there is an isomorphism (see [CV], [F'TV], for example)

(1) Ho(LM) = HH*(C*(M), C.(M)) = HH*(C*(M), C*(M))][d]

if M is an oriented and simply connected manifold of dimension d which, in charac-
teristic zero is an isomorphism of Gerstenhaber algebras [F'T]. Further, Hochschild
chains of a Calabi-Yau algebra carries a topological conformal field theory struc-
ture [Lud]. The above isomorphisms (1) make use of two ingredients. First, it uses
the (dual of) an isomorphism HH(C*(M),C.(M)) = H4(LM) for any simply
connected space M (which can be described in geometric terms by Chen interated
integrals when M is a manifold) and, second, it uses a lift of the Poincaré dual-
ity quasi-isomorphism C*(M) — C.(M)[dim(M)] to a bimodule map, when M is
further a closed manifold.

In this paper, we generalize these two facts from circles to n-dimensional spheres
as well as the FEs-algebra structure on Hochschild cochains as we explain below.
Combining these three ingredients will give us the desired F,,i-algebra structure
on Cy(Map(S™,M)). Our technique should be related to those of Hu [Hu| and
Hu-Kriz-Voronov [HKV].

Bimodules over an associative algebra correspond to the operadic notion of
E1-modules. There is a notion of E,-Hochschild cohomology where maps of A-
bimodules are replaced by maps of A-FE,-modules for an F,-algebra A ([L-HAL [F1]
Fre]). The Kontsevich-Soibelman generalization of the Deligne conjecture, i.e., the
higher Deligne conjecture, is that the FE,-Hochschild cohomology of A, denoted
HHg (A, A) is an E,;-algebra. For X a topological space, the cochains C*(X)
are more than simply an associative algebra but are homotopy commutative, that
is, it carries a functorial structure of an E..-algebra; in particular of an E,-algebra
for all n. In characteristic zero, one can use CDGAs models for the cochains, but
this is not possible when working over the integers or a finite field. Nevertheless,
for F.-algebras, E,-Hochschild cohomology have extra functoriality (not shared
by all E,-algebras) and actually identifies with higher Hochschild cohomology over
the n-spheres.

The latter theories are the subject of Section [3|and can be expressed in terms of
factorization homology, also referred to as topological chiral homology [L-HAL [F1]
CGl [GTZ2). Factorization homology is an invariant of both (framed) manifolds
(and framed embeddings) and F,-algebras based on (extended) topological field
theories. In fact, the factorization homology of F,-algebras becomes a homotopy
invariant and can be applied to any space (and continuous maps) and not just to
framed manifolds. This generalization is precisely computed by higher Hochschild
homology, introduced by Pirashvili in [P], which can be seen as a kind of limit
of these ideas when the dimension of the TFT goes to infinity [GTZ2]. Indeed,
by Theorem below (and [GTZ2l [F1l [L-HA]) if X is a manifold and A is an
FE.-algebra, then, the factorization homology [ A of X with coefficients in A is
naturally equivalent to the Hochschild chains CHx (A) of A over X.
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The restriction to F-algebras is not an issue in our case of interest since the
cochain complex C*(X) is indeed an E..-algebra. We study the higher Hochschild
(co)chains for E-algebras and modules in Section which are modeled over
spaces in the same way the usual Hochschild (co)chains are modeled on circles.
More precisely, this is a rule that assigns to any space X, E..-algebra A, and
A-module M, a chain complex CHx (A, M), functorial in every argument, such
that for X = S', one recovers the usual Hochschild chains. The functoriality with
respect to spaces is a key feature which allows us to derive algebraic operations on
the higher Hochschild (co)chain complexes from maps of topological spaces.

Higher Hochschild chains have a good axiomatic characterization (similar to
Eilenberg-Steenrod axioms) which formally follows from the fact that E..-algebras
are tensored over spaces, see Corollary in Section This allows to generalize
the aforementioned relationship between free loop spaces and Hochschild chains to
every space. In fact, we prove (Theorem that there is a natural map of E.-
algebras CHy (C*(X)) — C*(Map(Y, X)) which is a quasi-isomorphism when X
is dim(Y")-connected. This is an Es-analogue of our previous result [GTZ] for
CDGA'’s in characteristic zero (using generalizations of Chen iterated integrals).

In Section[d] we study the algebraic structure of higher Hochschild cochains. We
first define, for any E.-A-algebra B, the (associative) wedge product

CHX(A,B)® CHY (A,B) — CH*VY (A, B)
and then we prove that when X is a sphere S? the wedge product induces a

structure of FEg4-algebra on CH Sd(A,B), generalizing the usual cup-product in
Hochschild cohomology.

Theorem 4.12. Let A be an E-algebra and B an Eo-A-algebra. The collection
of maps (pinchgay, : Ca(k) x ST — \/,_; , ST)k>1 makes CHSd(A,B) into an
Eg-algebra, such that the underlying E-structure of cgs* (A, B) agrees with the
one given by the cup-product,

Uga: CHS'(A,B)® CH'(A,B) — CHS"VS"(A, B) — CHS" (A, B).

The CDGA version of this result goes back to the first author’s note [GI]. This
result is in fact a relative version of the higher Deligne conjecture.

In Section [6] we reinterpret and generalize the above results, to the case of all
E,,-algebras in terms of centralizers of E,-algebra maps. The latter are E,,-algebras
satisfying a universal property whose existence was established by Lurie [L-HA].
Their importance lies in the fact that their structure controls relative deformations
of categories of E,,-modules. We prove

Theorem (Theorem and Proposition [6.22)). Let f : A — B be an E,-algebra
map. The &,-Hochschild cohomology HHg, (A, B) = RHomi” (A7 B) has a natural
E, -algebra structure exhibiting it as the centralizer 3(f) of f.

Our result gives another proof of existence of centralizers and also gives an ex-
plicit description in terms of factorization algebras. Applying the universal property
of centralizers when f = id,, and using an approach due to Lurie [L-HA], we ob-
tain that 3(ida) = HHg, (A, A) inherits a canonical E,, ;-algebra structure, giving
a solution to the higher Deligne conjecture, see Corollary We also prove that
the Hochschild cochains C HS" (A, A) of a commutative algebra A are equivalent to
its E,-Hochschild cohomology (Proposition .
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As already mentioned, our approach is based on the relationship between E,,-
algebras and factorization algebras which we briefly explain, among other prelimi-
naries, in Section [2}

Factorization algebras originated from quantum field theories and the pioneer-
ing work of Beilinson-Drinfeld [BD] on chiral and vertex algebras. We follow an
approach due to Lurie [L-HA|] and Costello-Gwilliam [CGJ]. They are algebraic
structures which share many similarities with (co)sheaves and were introduced to
describe quantum field theories, much in the same way the sheaf of functions de-
scribes the structure of a manifold or scheme [BDL [CG]. Roughly speaking a fac-
torization algebra JF associate (covariantly) cochain complexes to open subsets of a
(stratified) manifold X together with multiplications F(U1)®---® F(U,) — F(V)
for any family of pairwise disjoint open subsets of an open set V in X. It is re-
quired to satisfy a “cosheaf-like” condition, meaning that F (V') can be computed
by analogues of Cech complexes indexed on nice enough covers.

Factorization homology is a catchword to describe homology theories specific to,
say, orienteﬂ manifolds of a fixed dimension n. It can be seen as the (derived)
global section of (locally constant) factorization algebras much in the same way
as singular cohomology can be seen as sheaf cohomology with value in a constant
sheaf.

E,-algebras can be identified with factorization algebras on R™ which are locally
constant, that is for which the structure map F(U) — F(V) is an equivalence when
U is a subset of V and both are homeomorphic to a disk. This provides a nice model
for the category of E,,-algebras, which, in some sense can be thougt as a kind of
mild “strictification” of E,,-algebras. This is the model we use in our approach to
centralizers. In Section [5.2] we recall the relationship between E,,-modules over an
E,-algebra A and factorization homology over S"~! x R. Namely that the category
of E,-A-modules is equivalent to the category of left modules over the (associative)
algebra | gn-1yg A- For n = oo, one recovers that E.-A-modules are the same as
left modules over A ([L-HAl Lu2l [KM]).

Theorem 5.13. Let A be an Eo-algebra. There is an equivalence of symmetric
monoidal co-categories between the category A-ModP>~ of E., A-Modules and the
category of left A-modules (where A is viewed as an Ei-algebra).

We give a proof of this result using factorization homology in Section From
this, we deduce in Section [5.4] that, the Poincaré duality isomorphism can be
uniquely lifted into an E..,-quasi-isomorphism

Corollary 5.26. Let (X, [X]) be a Poincaré duality space. The cap-product by [X]
induces a quasi-isomorphism of Es.-C*(X)-modules
C*(X) = C.(X)[dim(X)]
realizing the (unique) Ex-lift of the Poincaré duality isomorphism.
Putting together the above results on the Deligne conjecture, Poincaré duality
and interpretation of higher Hochschild chains in terms of mapping spaces, we

obtain in Section [7| that the chains C.(Map(S™, M)) for an n-connected manifold
M inherits a natural E,,-algebra structure (Theorem 7.1) lifting Sullivan-Voronov

3there are also variants specific to many other classes of structured manifold of fixed dimension;
for instance framed, spin or unoriented ones
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sphere product. To identify the sphere product, we use the fact that we have an
explicit description of the centralizers of E,,-algebra maps. The above results yield
chain level constructions over any field or the ring of integers. Results similar to
Theorem can be obtained using only bimodules maps (not necessarily quasi-
isomorphisms) C*(M) — C.(M)[d]. This yield a functorial construction of E, 1-
algebra structures on C,(Map(S™, M)), see Theorem

Furthermore, ideas similar (in some sense dual) to the concept of the centralizer
for E,-algebra maps, lead to a description and construction of bar and iterated bar
constructions for E,,-algebras. The bar construction of a (dg-)associative augmented
algebra is a standard functor in homological algebra and algebraic topology. The
bar construction of a CDGA is itself an augmented algebra and thus can be iterated;
this result was extended to E-algebras by Fresse [Fre2).

In topology, iterated bar constructions arise as models for iterated loop spaces
Q™(X), the space of pointed maps from the sphere S™ to a pointed space X. The lat-
ter is an F,-algebra in the category of spaces so that its singular cochains becomes
an E,-coalgebra in F-algebras. In Section for an augmented F..-algebra A
we apply the E,-algebra structure on higher Hochschild chains CHS" (A, k) (iden-
tified with the centralizer construction for the augmentation A — k) to describe the
iterated Bar construction of an augmented Fo-algebra. We obtain that Bar(A)
is naturally an Fi-coalgebra in augmented E.-algebras so that we can iterate the
construction. With this, we prove that the n-iterated bar construction Bar™ is
an E,, -coalgebra inside the ((00, 1) )-category of Ex-algebras, see Theorem We
then relate this construction to iterated loop spaces by showing that there is a
natural map of E,-coalgebras (and E.-algebras) Bar(™(C*(X)) — C*(Q"(X))
which is a quasi-isomorphism if X is n-connected.

Corollary 8.10. Let Y be a topological space. The map Tt¥" : Bar(™ (C*(Y)) —
C* (Q”(Y)) is an E, -coalgebra morphism in the category of E.-algebras, which is
an equivalence if Y is n-connected.

We also give similar dual statements for chains on iterated loop spaces using that
the dual of the Bar construction is precisely the centralizer 3(A — k) = CHS" (A, k)
of the augmentation A — k.

In Section [B8:2] we consider the bar construction of an E,,-algebra A. Using its
factorization homology interpretation due to Francis [F1], we prove that the bar
construction Bar()(A) is naturally an E,,_;-algebra which allows us to iterate this
construction up to m-times. Then, using the technique of Section [6} we prove that

Theorem 8.37. The n-iterated bar construction of an augmented E,,-algebra (m >
1) has a natural structure of an E,, -coalgebra inside the ((co,1)—)category Ep,—_,-
algebras.

Similar result are stated in [F2]. The existence of the iterated bar construction
for E,,-algebras as a chain complex was proved in [Fre3]. The idea behind the
theorem is again to prove a similar statement for locally constant factorization
algebras over R™. More precisely, we prove that an augmented locally constant
factorization algebra over R™ naturally gives rise to a locally constant stratified
factorization algebra on the pointed sphere S™ whose global sections are precisely
the iterated bar construction Bar(™)(A). This construction extends into a locally
constant factorization coalgebra over R™ which associates to any disk (the global
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sections of) a stratified factorization algebra on the one-point compactification of
the disk.

In this paper, we work in Lurie’s framework of stable co-categories [L-HTT|
L-HA], which is very well suited for doing homological algebra in the symmetric
monoidal context. In particular, we will work over the (derived) (oo, 1)-category
k-Mod of chain complexes over a commutative unital ring k. (In section [2| we
briefly recall notions of (oo, 1)-categories, oo-operads and in particular the F,-
operad and its algebras and their modules.) It should be noted that in characteristic
zero, one can use CDGA’s instead of E-algebras which allows us to have (model)
categories interpretation of all our results in the spirit of [GI] [GTZ, [GTZ2].
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We also would like to thank Damien Calaque, Kevin Costello, John Francis and
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on an earlier draft of this paper.

Conventions and notations:

(1) We use homological grading, emphasizing the geometric dimension of the
chains on mapping spaces. In particular, unless otherwise stated, differen-
tial will lower the degree by one. We will write k-Mody, for the (oo, 1)-
category of chain complexes of k-modules and ® for tensor products over
the ground ring k.

(2) We will denote the Hochschild chain complex of A, modeled over a space,
X with values in an A-module M, by CHx (A, M) as an object in the
stable (0o, 1)-category of chain complexes. This is a covariant functor in
X. Similarly, we will also denote the Hochschild cochain complex of A,
modeled over a space X, with values in an A-module M, by CHX (A, M),
as an object in the stable (oo, 1)-category of chain complexes. This is a
contravariant functor of X, see §[3.2] This is compatible with the notation
introduced in [GTZ2] but not with those in [GIl [GTZ]. We choose this
notation in order to emphasize the variance of the functor with respect to
X.

(3) We will respectively denote HHX""(A, M) and HHx (A, M) the degree n
homology groups of CHX (A, M) and CHx (A, M).

(4) For n € NU {00}, we will write F,-Alg for the (oo, 1)-category of E,-
algebras in k-Mode, as studied in [Lu3l [L-HAL [F1]. We will also denote
by E® the oc-operad governing E,-algebras, HHg (A, M) for the E,-
Hochschild cohomology of an E,-algebra with value in an E,-A-module
M (Definition and [ v A for the factorization homology of A on a
framed manifold X (see §[2.3). Also CDG A will be the (oo, 1)-category
of commutative differential graded k-algebras (CDGA for short).

(5) Given an E,-algebra A, we will write A-Mod®» for the (oo, 1)-category of
E,-modules over A. Similarly, if B is an E,,-algebra (with m > n), we will

4the first author was partially supported by the ANR Grant HOGT
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write B-Mod®» for the (oo, 1)-category of E,,-modules over B viewed as an
FE,-algebra.

(6) If A is an Ej,-algebra (n > 1) by a left or right module over A, we mean
a left or right module over A viewed as an FEj-algebra. We will denote
A— LMod and A — RM od the respective (0o, 1)-categories of left and right
modules over A.

(7) If Ais a CDGA, and V an A-module, we will write Sym 4 (V) for its differ-
ential graded symmetric algebra. When A = k, we will often simply write
S(V) := Sym, (V).

(8) Unless otherwise stated, we will work in the context of unital algebras.

2. PRELIMINARIES ON F,,-ALGEBRAS AND FACTORIZATION HOMOLOGY

In this section, we briefly recall notions of (oo, 1)-categories, oo-operads and
in particular the F,-operad, its algebras, and their modules. There are several
equivalent notions of (symmetric monoidal) (0o, 1)-categories and the reader should
feel free to use its favorite ones. Below, we recall very briefly the model given by
the complete Segal spaces and give some examples.

2.1. oo-categories. Following [Rl [Lud], an (oo, 1)-category is a complete Segal
space. There is a simplicial closed model category structure, denoted SeSp on
the category of simplicial spaces such that a fibrant object in the SeSp is precisely
a Segal space. Rezk has shown that the category of simplicial spaces has another
simplicial closed model structure, denoted CSeSp, whose fibrant objects are pre-
cisely complete Segal spaces [R], Theorem 7.2]. Let R : SeSp — SeSp be a fibrant
replacement functor. Let ~: SeSp — CSeSp, Xo — )/(\., be the completion functor
that assi/gri to a Segal space an equivalent complete Segal space. The composition

Xo — R(X,) gives a fibrant replacement functor L¢ses, from simplicial spaces to
complete Segal spaces.

Let us explain how to go from a model category to a simplicial space. The stan-
dard key idea is to use Dwyer-Kan localization. Let M be a model category and W
be its subcategory of weak-equivalences. We denote LY (M, W) its hammock local-
ization, see [DK]. One of the main properties of L¥ (M, W) is that it is a simplicial
category and that the (usual) category mo(L (M, W)) is the homotopy category
of M. Furthermore, every weak equivalence has a (weak) inverse in L7 (M, W).
When M is further a simplicial model category, then for every pair (x,y) of objects
Hompuaq,w) (7, y) is naturally homotopy equivalent to the derived mapping space
RHom(z,y).

It follows that any model category M gives rise functorially to the simplicial
category L7 (M, W). Taking the nerve No(L(M,W)) we obtain a simplicial
space. Composing with the complete Segal Space replacement functor we get
a functor M — Loo(M) = Lesesp(Ne(LT (M, W))) from model categories to
(00, 1)-categories (that is complete Segal spaces).

Example 2.1. Applying the above procedure to the model category of simplicial
sets sSet, we obtain the (oo, 1)-category sSet. Similarly from the model category
CDGA of commutative differential graded algebras, which we refered to as CDGAs
for short, we obtain the (oo, 1)-category CDGA,,. Note that a simplicial space
is determined by its (0o, 0) path groupoid and therefore the category of simplicial
sets should be thought of as the (oo, 1) category of all (oo, 0) groupoids. Further,
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the disjoint union of simplicial sets and the tensor products (over k) of algebras are
monoidal functors which gives sSet and CDGA a structure of monoidal model cat-
egory (see [Ho] for example). Thus sSeto, and CDG A also inherit the structure
of symmetric monoidal (oo, 1)-categories in the sense of [R] [Lud].

The model category of topological spaces yields the (oo, 1)-category Topso. Since
sSet and Top are Quillen equivalent [GJl, [Ho], their associated (oo, 1)-categories

~

are equivalent (as (oo, 1)-categories): sSets, &= Tops, where the left and right

equivalences are respectively induced by the singular set and geometric realization
functors.

One can also consider the pointed versions sSets,, and Top.,, of the above
(00, 1)-categories (using the model categories of these pointed versions [Ho]).

Example 2.2. There are model categories A-Mod and A-CDGA of modules and
commutative algebras over a CDGA A, thus the above procedure gives us (oo, 1)-
categories A-Mods, and A-CDGA. and the base changed functor lifts to an
(00, 1)-functor. Further, if f : A — B is a weak equivalence, the natural functor
f« : B-Mod — A-Mod induces an equivalence B-Mody, — A-Mods, of (0o, 1)-
categories since it is a Quillen equivalence.

Moreover, if f : A — B is a morphism of CDGAs, it induces a natural functor
f*:A-Mod — B-Mod, M — M ® 4 B, which is an equivalence of (0o, 1)-categories
when f is a quasi-isomorphism, and is a (weak) inverse of f,. (see [TV] or [KM]).
Here, we also denote f* : A-Mod, — B-Mody, and f, : B-Mod., — A-Mod
the (derived) functors of (oo, 1)-categories induced by f. Since we are working over
a field of characteristic zero, the same results applies to monoids in A-Mod and
B-Mod, that is to the categories A-C DG Ay, and B-CDGA.

Also, note that if A, B,C are CDGAsand f: A — B, g: A — C are CDGAs
morphisms, we can form the (homotopy) pushout D = B ®@% C; let us denote
p: B — D and q:C — D the natural CDGAs maps. Then, we get the two natural

frog.

based change (0o, 1)-functors C-Mods = B-Mods. Given any M € C-Mod,
pPxoq*

the natural map f* o g.(M) — p. o ¢*(M) is an equivalence [TV], Proposition

1.1.0.8].

2.2. oo-operads, F,-algebras. An operad is a special case of a colored operad
which itself is a special case of an co-operad. An infinity operad O is an co-category
together with a functor O® — N(Fin,) satisfying a list of axioms, see [L-HA]. An
other (equivalent) approach to co-operads is given by the dendroidal sets [CiMo].

The simplest example of an oc-operad is N(Fin,) — N(Fin,). This example
is the oc-operad associated to the operad Comm. In other words Comm® =
N(Fin.).

Definition 2.3. The configuration spaces of small n-dimensional cubes embedded
in a bigger n-cube form an operad, E,,, whose associated co-operad is denoted by
E® see [L-HA]. This example has the same objects as Fin,, and we will denote
E®(I,.J) its spaces of morphisms from I to J.

There is a standard model for this operad given by (Cn(r)) the operad of

r>1’
little n-cubes, see [Mal, L-HHA], where C,,(r) is the configuration space of rectilinear
embeddings of r-disjoint cubes inside an unit cube. Its singular chain C,(Cy(r)) is

a model for the operad governing F,-algebras in k-Mod .
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Recall that, for any integer n > 0, E® denotes the oco-operad of little n-cubes. By
an E,-algebra we mean an algebra over the oc-operad E®. We will denote E,-Alg
the symmetric monoidal co-category of Eg-algebras in the symmetric monoidal co-
category of differential graded k-modules (which is equivalent to the one given in
Definition [2.4] below).

For any E,-algebra A, let A-Mod?~ denote the symmetric monoidal co-category
of modules over the E,,-algebra A. If C is a symmetric monoidal (oo, 1)-category (dif-
ferent from k-Mod,), we denote E,,-Alg(C) for the (0o, 1)-category of E,-algebras
in C and similarly E,-coAlg(C) for the category of E,-coalgebras in C.

There are natural maps (sometimes called the stabilization functors)
(2) EY — EY — E — -

(induced by taking products of cubes with the interval (—1,1)). It is a fact that
the colimit of this diagram, denoted by E€ can be identified with Comm® [L-HA|
Section 5.1]. In particular, for any n € N—{0}U{+oc}, the map E}’ — E® induces
a functor F,-Alg — FE;-Alg which associates to an F,-algebra its underlying FE;-
algebra structure.

According to Lurie [L-HA] (also see [E1l [AFT]), we also have an alternative
definition for E,-algebras.

Definition 2.4. The (oo, 1)-category of E,-algebras, is defined as the ((oo,1)-
)category of symmetric monoidal functors

Fun® (Disk{", k-Mod.)

where Diskff is the category with objects the integers and morphism the spaces
Diskl" (k, 0) := Emb’" (][], R", ][, R") of framed embeddings of k disjoint copies of
a disk R™ into ¢ such copies; the monoidal structure is induced by disjoint union of
copies of disks.

We will denote by Mapg,-a1g(A, B) the mapping space of E,-algebras maps
from A to B, i.e., the space of maps between the associated symmetric monoidal
functors.

In other words, E,-Alg is equivalent to the (co,1)-category of Disk!"-algebras
(where Diskff is equipped with its obvious co-operad structure). The tensor prod-
ucts in k-Mod induces a symmetric monoidal structure on E,-Alg as well (which,
for instance, can be represented by usual Hopf operads such as those arising from
the filtration of the Barratt-Eccles operad [BE]).

Example 2.5 (Opposite of an E,-algebra). There is a canonical Z/2Z-action on
E,,-Alg induced by the antipodal map 7 : R” — R", x — —z acting on the source
of Pun®(Disk{", k-Mod.,). If A is an E,-algebra, then the result of this action
A°P := 7*(A) is its opposite algebra. If n = oo, the antipodal map is homotopical
to the identity so that A°P is equivalent to A as an F,-algebra.

Example 2.6 (Singular (co)chains). Let X be a topological space. Then its sin-
gular cochain compler C*(X) has a natural structure of an FEo-algebra, whose
underlying E;-structure is given by the usual (strictly associative) cup-product (for
instance see [M2]). Similarly, the singular chains C.(X) have a natural structure
of Es-coalgebra which is the predual of (C*(X),U). There are similar explicit
constructions for simplicial sets X, instead of spaces, see [BE].
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We recall that C*(X) is the linear dual of the singular chain complex C,(X)
which is the geometric realization (in k-Mod,) of the simplicial k-module k[A4(X)]
spanned by the singular set Aq(X) := Map(A®, X). Here, A™ is the standard n-
dimensional simplex.

Also note that, for F-algebras A, B, the mapping space Mapg__a1g(A, B) is
the (geometric realization of the) simplicial set [n] = Hompg_-a1g(A, B®C*(A™)).

Remark 2.7. The (oo, 1)-category E-Alg is enriched over sSet., = Tops, and
has all (oco-)colimits. In particular, it is tensored over sSet, see [L-HTT, [L-HA]
for details on tensored oo-categories (and [Ke] for the classical theory) or, for in-
stance, [EKMM| MCSV] in the F-case (in the context of topologically enriched
model categories). We recall that it means that there is a functor F..-Alg x
sSeto, — Eoo-Alg, denoted (A, Xo) — AK X,, together with natural equivalences

Mapg_-aig(AX X, B) = Mapsser.. (Xe, Mapgp_-a1g(A, B)).
Note that the tensor AX X, can be computed as the colimit lim p§ where p%. is
H L] L]

the constant map X, — Fo.-Alg taking value A, for instance see [L-HT'T}, Corollary
4.4.4.9]. Similarly, CDG A, is tensored over sSet., (and thus Tops as well).

We will use the following fact, which identifies the coproduct in E..-Alg with
the tensor product, to show the Hochschild complex of an F.-algebra model over
a space X has a natural F., structure.

Proposition 2.8. In the symmetric monoidal (0o, 1)-category Es -Alg, the tensor
product is a coproduct.

For a proof see Proposition 3.2.4.7 of [L-HAJ (or [KM| Part V, Corollary 3.4]);
this essentially follows from the observation that an E.-algebra is a commutative
monoid in (k-Mode, ®), see [L-HA] or [KM]| Section 5.3]. In particular, Proposi-
tion [2.8|implies that, for any finite set I, A®! has a natural structure of E.-algebras
which can be rephrased as

Proposition 2.9. A symmetric monoidal functor N(Fin) — k-Mods has a nat-
ural lift to an oco-functor N(Fin) — FEo-Alg.

It follows that, for a finite set I, we have natural multiplication maps

md
A®T 4, 4
which is a map in F.,-Alg and is compatible with compositions. We will simply
write ma : A® A — A for the E-algebra map obtained by taking I = {0,1}.
Any A-module can be pulled back along m%) to inherit a canonical A®’-module
structure:

Proposition 2.10. The maps mg) induced by the functor of Proposition yields

(m)”

a natural (in A) (0o-)functors A-Mod®= 2" A®T_Mod®> lifting the usual base-
change functor for commutative algebras.

Let Fin and Fin, denote the categories of finite sets and pointed finite sets
respectively. There is a forgetful functor Fin, — Fin forgetting which point is the
base point. There is also a functor Fin — Fin, which adds an extra point called
the base point.



HIGHER HOCHSCHILD COHOMOLOGY, BRANE TOPOLOGY AND CENTRALIZERS 13

Further, since the oo-operads E® are coherent (see [L-HAL [Lud]), the categories
A-ModF» for A € E,-Alg assembles to form an (oo, 1)-category of all E,-algebras
and their modules, denoted Mod®" (or Mod®~(C) when we want to emphasize C).
The canonical functor Fin — Fin, adding a base point yields a canonical functorﬁ
t: ModP»(C) — Algg, (C) which gives rise, for any E,-algebra A, to a (homotopy)
pullback square:

(3) A-ModPr —— ModFn»

L

{A} ——— E,-Alg
We refer to [Lu2l [L-HAL [F1] for details. Note that the functor ¢ is monoidal.

Further, if A EN B, A% C are two maps of E-algebras, and M € B-ModF> and
N € C-ModP>=, then

(4) L(M%N) o~ B(%C’.

Example 2.11. If n = 1, A-Mod** is equivalent to the (0o, 1)-category of A-
bimodules and if n = oo, A-Mod¥= is equivalent to the (oo, 1)-category of left A-
modules, see [Lu2l [L-HA| (and Proposition Theorem below). In general,
A-ModPr can be described in terms of factorization homology of A, see §

2.3. Factorization algebras and factorization homology.

Definition 2.12. Given a topological manifold M of dimension n, one can define a
colored operad whose objects are open subsets of M that are homeomorphic to R™
and whose morphisms from {Uy,---,U,} to V are empty except when the U;’s are
mutually disjoint subsets of V', in which case they are singletons. The occ-operad
associated to this colored operad is denoted by N (Disk(M)), see [L-HA|, Remark
5.2.4.7.

Unfolding the definition we find that an N(Disk(M))-algebra on a manifold
M, with value in chain complexes, is a rule that assigns to any open diskﬂ U a
chain complex F(U) and, to any finite family of disjoint open disks Uy, ...,U, C V
included in a disk V, a natural map F(U;)®---®F (Uy,) — F(V). An N(Disk(M))-
algebra is locally constant if for any inclusion of open disks U — V in X, the
structure map F(U) — F(V) is a quasi-isomorphism (see [L-HAI [Lu3]) .

Locally constant N(Disk(M))-algebra are actually (homotopy) locally constant
factorization algebras in the sense of Costello [CG IC], see Remark [2.17) below.

A locally constant factorization coalgebra is an N (Disk(M))-coalgebra such that
for any inclusion of open disks U < V in X, the structure map F(V) — F(U) is
a quasi-isomorphism.

Notation: we denote Facy; the (co,1)-category of locally constant N(Disk(M))-
algebras (see [CGl[G2]). We will also denote N (Disk(M))-Alg the (oo, 1)-category
of N(Disk(M))-algebras (that is of prefactorization algebras).

If A is a locally constant N(Disk(M))-algebra, the rule which to an open disk
D associates the chain complex A(D) can be extended to any open set of M. In

5which essentially forget the underlying module
6ie. an open subset of M homeomorphic to a Euclidean ball
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fact, Lurie has proved [L-HAl [Lu3|] that the functor Disk(M) A, k-Mod, has a
left Kan extension along the embedding Disk(M) < Op(M) where Op(M) is the
standard ((oco, 1)-)category of open subsets of M, i.e., with objects the open subsets
of M and morphism from U to V are empty unless when U C V in which case they
are singletons.

Definition 2.13. Let M be a topological manifold and A be a locally constant
factorization algebra.
Factorization homology is the (00, 1)-functor Op(M) ® Fack; — k-Mods, de-

noted (M, A) — [,, A, given by the left Kan extension|’| of Disk(M) 5 k-Mode.
We say that [ o A is the factorization homology of M with values in A.

Remark 2.14. Factorization homology is also called topological chiral homology
in [L-HAl [Ludl [Lu3]. We prefer Francis terminology [F1l [AFT [F2] which is justified
by the fact that factorization homology is actually the homology (or said otherwise
derived sections) of factorizations algebras in the sense of Costello [CG|] as we
proved [GTZ2|, see Remark below.

Example 2.15 (Framed manifolds). Let M be a framed manifold, then any F,,-
algebra determines a locally constant factorization algebra on M (for instance,
see [L-HAl [F1], [GTZ2, [G2] or Theorem so that one can define the factoriza-
tion homology [ ar A- These locally constant factorization algebras are essentially
constant, in the sense that they satisfy the property that there is a (globally de-
fined) F,,-algebra A together with natural (with respect to the structure map of the
factorization algebra) quasi-isomorphism A(D) = A for every disk D. Thus, we
call such a factorization algebra the constant factorization algebra on M associated
to A. For instance, for n = 0,1,3,7, there is a faithful embedding of F,-algebras
into locally constant factorization algebras over the n-sphere S™.

For M = R", one actually gets an equivalence between all locally constant
factorization algebras over M = R™ and FE,-algebras, see Theorem below.

Example 2.16. The canonical map N (Disk(M)) — N(Fin,) shows that any Fo.-
algebras has a canonical structure of prefactorization algebra on any topological
manifold M which turns out to actually be a locally constant factorization algebra.
This construction is studied in detail (using the Hochschild chain models) in [GTZ2]
and actually extends to define a factorization algebra on any CW-complex, a for-
tiori to any manifold with corners.

Remark 2.17. Let us justify a bit more the terminology of locally constant fac-
torization algebras we are using (hoping it will avoid any possible confusion, also
see [G2, § 4.2]). The notion of locally constant N(Disk(X))-algebra is actually
equivalent to the “full” notion of a locally constant factorization algebra on X in
the sense of Costello [CGl [C] which are a similar construction where the U; are
allowed to be any open subsets, satisfying a kind of “Cech/cosheaf—like” condition
(and still being locally constant in the above sense). Let us now be more precise.

Definition 2.18. A prefactorization algebra is an algebra over the colored op-
erad whose objects are open subsets of X and whose morphisms from {Uy,--- ,U,}
to V are empty unless when U;’s are mutually disjoint subsets of U, in which case
they are singletons.

Tthe existence of this extension is a non-trivial Theorem of [L-HA]



HIGHER HOCHSCHILD COHOMOLOGY, BRANE TOPOLOGY AND CENTRALIZERS 15

The above definition makes sense for any topological space X. Unfolding the
definition, we find that a prefactorization algebra on X, with value in chain com-
plexes, is a rule that assigns to any open set U a chain complex F(U) and, to any
finite family of pairwise disjoint open sets Uy, ...,U, C V included in an open V,
a natural map F(U;) ® --- ® F(U,) — F(V). These structure maps are required
to satisfy obvious associativity and symmetry conditions, see [CGJ]. They allow us
to define “Cech-complexes” associated to a cover U of U. Denoting PU the set of
finite pairwise disjoint open subsets {Ui,...,U, , U; € U}, it is, by definition the
chain (bi-)complex

CU,F)= @f(Ul)@ @ F(Un) EB FUNV)@- - @F(Up Vi) ¢ -+
PU PUx PU

where the horizontal arrows are induced by the alternating sum of the natural

inclusions as for the usual Cech complex of a cosheaf (see [CG] or [GTZ2,1G2]). The

prefactorization algebra structure also induce a canonical map C'(U, F) — F(U).

Definition 2.19. e A prefactorization algebra F on X is said to be a factor-
ization algebra (in the sense of [CG]) if, for all open subsets U € Op(X)
and for every factorizing covelﬁu of U, the canonical map C'(U, F) — F(U)
is a quasi-isomorphism (see [C|, [CG]). Again, a factorization algebra is lo-
cally constant if for any inclusion of open disks U < V in X, the structure
map F(U) — F(V) is a quasi-isomorphism.

e In the above Definition, one can replace the symmetric monoidal co-category
of chain complexes by any symmetric monoidal co-category (C, ®) which has
all colimits, sifted limits and such that geometric realization (see [L-HTT])
distributes with respect to the monoidal structure, see [CGl [G2].

e A (resp. locally constant) factorization coalgebra on X with value in (C, ®)
is a (resp. locally constant) factorization algebra on X with value in the op-
posite category (CP, ®), that is an object of Facx (C°P) (resp. Fack(CP)).

Notation: we denote Facx (C) the (0o, 1)-category of locally constant factorization
algebras on X with values in (C,®) and Fac(C) its (oo, 1)-subcategory of locally
constant factorization algebras. We also denote coFacx (C) (resp. coFack(C)) the
(00, 1)-categories of (resp. locally constant) factorization coalgebras.

In [GTZ2], we proved

Theorem 2.20 ([GTZ2, Theorem 6]). The functor (U, A) — [, A induces an
equivalence of (0o, 1)-categories between locally constant N (Disk(X))-algebra and
locally constant factorization algebras on the manifold X in the sense of [CGJ.
Further this functor is (equivalent to) the identity functor when restricted to open
disks.

This justifies our terminology of locally constant factorization algebras and fac-
torization homology; further, the extension on any open set U of a (locally constant)
N (Disk(X))-algebra A is precisely given by the factorization homology [, A, see
loc. cit..

Example 2.21 (Trivial example: the unit factorization algebra k). The unit object
of the symmetric monoidal category of factorization algebras over a CW-complex or

8an open cover of U is factorizing if, for all finite collections z1, ..., xy, of distinct points in U,

there are pairwise disjoint open subsets Uy, ..., Uy in U such that {z1,...,2n} C Ule U;
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topological manifold with corners X is the trivial factorization algebra associated
to the ground ring k. We review it here for latter use. We will simply denote it by
k.

Its prefactorization algebra structure is given by k(U) := k for any open set
U C X and the structure maps are given, for any pairwise disjoint open subsets
Uy,...,U, of an open V C X, by

KU @ @ k(Ur) = ®k MUY = (V)
i=1 -

where the last map is the multiplication in the ring k.

Lemma 2.22. The prefactorization algebra U — k(U) = k is a factorization
algebra. It is further naturally equivalent to the Hochschild chains (Proposition :

CHy(k) = k(U) =k

k is by definition locally constant on any manifold and actually a commutative
constant factorization algebra in the terminology of [GTZ2, § 4.2].

Proof of Lemma[2.23 The symmetry and associativity axioms of a prefactorization
algebra follows respectively from the commutativity and associativity of the ring
structure of k. Note that if X is a manifold, k is locally constant by definition
and thus a factorization algebra. Note also that the Hochschild chain functor
(as described in Section [3) induces a factorization algebra U — CHy(A) for any
commutative algebra A by [GTZ2| Theorem 4]. For A = k, and any simplicial model

X, of a space X, one has that CHx, (k) is the differential graded commutative
algebra assoc1ated to the constant simplicial k-module n — CHY™ (k) = k sce
Definition Hence the projection CHyx, - CHx, (k) = k is a natural (in X,)
quasi—isomorphism of CDGA’s and we obtain this way a natural (in X) equivalence

CHx (k) = k. The commutative diagram (induced by [GTZ2, Lemma 2])

~

CHy (k) = k
RUq,..., U,A,VT Tmultiply
®::1 CHy, (k) — ®::1 k

proves that U — k(U) is equivalent to U — CHy (k) and thus is a factorization
algebra since the latter is (of course, the latter can also be checked by direct in-
spection rather easily). O

Remark 2.23 (Alternative definition: parametrized prefactorization alge-
bras). There is a slight variation of the notion of locally constant (pre)factorization
algebras, i.e., locally constant N(Disk(M))-algebras. Following Lurie [L-HAL Re-
mark 5.2.4.8], we let

Definition 2.24. N(Disk(M)’) be the co-operad associated to the colored operad
Disk(M)" whose objects are open embeddings R™ < M and whose morphisms
Disk(M)'(¢, ) are commutative diagrams

n n

%R

oA
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where f is an open embedding.

An N(Disk(M)")-algebra A is said to be locally constant if the structure map
A(h) : A(¢) — A(Y) is a quasi-isomorphism for any open embedding h such that
1o h = ¢ as in the above diagram.

Note that the (forgetful) functor ¢ : ¢ — ¢(R™) is an equivalence of categories.
Hence,

Proposition 2.25. The functors v* : Disk(M)'°-Alg — Disk(M)'-Alg and o* :
Fad, — Disk(M)'*“-Alg are equivalences of (00, 1)-categories.

Similarly, the functors o* : Disk(M)'-coAlg — Disk(M)'-Alg and t* : Facy, —
Disk(M)'lC-coAlg are equivalences of (0o, 1)-categories.

We will refer to locally constant Disk(M )'-algebras as locally constant parametrized
factorization algebras. By the above proposition the two notions of factoriza-
tions algebras are essentially the same.

Unfolding Definition [2.24] we see that a locally constant parametrized factoriza-
tion algebra F is thus a rule which associates to each embedding ¢ : R — M a
chain complex F(¢) with natural maps F(¢1) ® - -- ® F(¢,) = F() associated to
any open embedding h : [[;_; R™ — R" such that yoh =[[_; ¢; : [[[_; R = M
(satisfying the obvious associativity and symmetry conditions). Further, for any
h:¢w— Y (i.e. ¥oh = ¢), the structure map F(¢) — F(¢) is required to be a
quasi-isomorphism.

Definition 2.26. Let U be an open subset of X. By restricting to open subsets
of U, a (locally constant) factorization algebra A on X has a canonical restriction
A : Op(U) >V = A(V) to a (locally constant) factorization algebra on U.

Factorization algebras satisfy a local-to-global property and can thus be defined
out of their restriction to a basis or descent/gluing data. Indeed, let U be a basis
for the topology of a manifold M which is stable by finite intersections and is also
a factorizing cover (as in Remark .

Definition 2.27. A U-prefactorization algebra is defined similarly to a prefactor-
ization algebra on M, except that we are only considering opens that belongs to U/ in
the definition. In other words, it is an algebra over N (Disky (M )) where Disky, (M)
is the colored sub-operad of Disk(M) whose only colors are those consisting of opens
inl.

Similarly, a U-factorization algebra is defined similarly to a factorization algebra
on M, except that we are only considering opens that belongs to I/ in the definition
(in other words, it is a U-prefactorization algebra satisfying the descent condition

of Remark [2.17)).
We refer to|[CGl [G2] for more details.

Proposition 2.28 (Costello-Gwilliam [CG]). Let F be a U-factorization alge-
bra. There is an uniqufﬂ factorization algebra i%(F) on M extending flﬂ (that
is equipped with a quasi-isomorphism of U-factorization algebras il (F) = F).

9up to natural equivalence
100More precisely, for an open set V C X, one has i (F)(V) := C(Uy,F) where Uy is the
open cover of V' consisting of all open subsets of V' which are in U
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In fact the canonical functor Facy(C) — Facpy(C) is an equivalence of oo-
categories.

More generally, if A is a factorization algebra on X and U = (U;);er is a cover of
X, then A can be uniquely recovered by the data of the factorization algebras Ay,
restricted to the Uy’s (thanks to the Cech condition applied to suitable covers). In
fact, any family of factorization algebras JF; on U;, satisfying natural compatibility
conditions on the intersections of the U;’s, extends uniquely into a factorization
algebra on X; we refer to Costello-Gwilliam [CGl Section 4] (and [G2], § 5]) for
details on this descent property of factorization algebras.

2.4. E,-algebras as factorization algebras. Theorem 5.2.4.9 of |[L-HA] (also
see [Lu3| [GTZ2]) provides an equivalence between E,-algebras and locally constant
factorization algebra on the open disk D™:

Theorem 2.29. Let C be a symmetric monoidal (00, 1)-category. There is a natural
equivalence of (00, 1)-categories
E,-Alg(C) = Fack.(C).

Similarly there is an equivalence between the (0o, 1)-categories of locally constant
factorization coalgebras on R™ and the one of E,,-coalgebras.

In particular, an E,-algebra can be seen as an n-dimensional (topological) field
theory (over the space-time manifold R™), providing an invariant for framed n-
manifolds which is precisely computed by factorization homology.

Let X, Y be topological spaces and f : X — Y be continuous. There is a
pushforward functor
(5) f« : Facx(C) — Facy (C)

that was constructed in [CG]. Tt is given, for F € Facx(C) and V € Op(Y), by
f(F)(V) = F(f~%(V)). In particular, let p : M — pt be the canonical map from
M to a point and F be a factorization algebra on M.

Notation: we also denote p.(F) the object p.(F)(pt) = F(M). If F is locally
constant, we have natural equivalences

(6) p.(F) = F(M) = /M F.

Assume X, Y are manifolds and let 7 : X XY — X be the canonical projection.
Then, there is a factorization of the pushforward functor:

Il

Fac'$, y (C) ———— Faclg (Facl)f (©)) ik Fack (C)
Facx xy (C) ———— Facy (Facy (C)) . Facx (C)

where the vertical arrows are induced by the fully faithfull inclusion of the locally
constant factorization algebras inside all factorization algebras. The right horizontal
arrows are induced by the pushforward along the canonical map Y — pt. Here
the fact that the pushforward of a locally constant factorization algebra is locally
constant follows from the fact that the fibers are all naturally identified with the
same manifold Y. We refer to [G2] for more details.
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The fact that locally constant factorization algebras on R™ are FE,-algebras
implies that, when Y = R", the pushforward factors through a functor =, :
Fack, pn — Fac'(E,-Alg) see [GTZ2]. In particular, we can take X = R™.
The following oo-category version of Dunn’s Theorem was proved by Lurie [L-HA]
(and [GTZ2] for the pushforward interpretation):

Theorem 2.30 (Dunn’s Theorem). There is an equivalence of (00, 1)-categories
EinAlg 2 E,-Alg(E,,-Alg).

Under the equivalence E,-Alg = Fac]lRCn (Theorem , the above equivalence
is realized by the pushforward m, : Fackn  gn — Facs. (E,-Alg) associated to the
canonical projection m: R™ x R™ — R™.

3. HIGHER HOCHSCHILD (CO)CHAINS FOR Eo,-ALGEBRAS

In this section we define and study higher Hochschild (co)chains modeled over
spaces for F..-algebras with values in F,-modules.

3.1. Factorization homology of E -algebras and higher Hochschild chains.
Factorization homology with values in E..-algebras has special properties. It be-
comes an homotopy invariant and can be defined over any space, providing an
homology theory for spaces. Indeed, it identifies with the Hochschild chains mod-
eled on a space and with values in an E-algebra, see Theorem [3.13] below. We will
denote (X, A) — CHx(A) the latter construction which we explain further in this
section. The reader familiar with factorization homology for commutative algebras
can skip it and keep in mind that CHx (A) means factorization homology extended
to spaces.

The Hochschild chains CHx, o(A, A) over a simplicial set X, with value in a
CDGA A is defined in [P]. As explained in [GTZ2], it can be defined using the
PROPic definition of commutative (differential graded) k-algebras as follows. A
CDGA over k is a strict symmetric monoidal functor A : Fin — k-Mod from
the category of finite sets (with disjoint union for the monoidal structure) to the
category of chain complexes (with tensor product as the monoidal structure). Given
a finite simplicial set A°? — Fin we can compose these two functors to get a
simplicial k-module. The geometric realization of this simplicial k-module is the
Hochschild complex modeled on X. In fact one can do better. A strictly symmetric
monoidal functor A : Fin — k-Mod has a canonical lift to A : Fin — k-Alg,
along the forgetful functor k-Alg — k-Mod. This is due the simple fact that for a
commutative algebra A, the multiplication m : A ® A — A is a map of algebras
or, said otherwise, the fact that the tensor product is a coproduct in CDGA. Thus,
the above procedure gives rise to a simplicial CDGA whose geometric realization
is the Hochschild complex modeled on X,, with a canonical CDGA structure. In
the classical example X = S!, whereby we get the classical Hochschild complex,
this CDGA structure is given by the shuffle product on CH4(A, A). Another way
of saying this is to say that that C DG A is tensored over simplicial sets and that
Hochschild chains over X, with values in A is simply the tensor AKX X, (see [L-HA|
L-HTT) [EKMM| [Kel [MCSV] for details on tensored categories over spaces and
Remark . We now discuss how all of the above generalizes to the case of Fo-
algebras.

Recall from Section [2f that the (oo, 1)-category of E-algebras (with value in
chain complexes) is equivalent to the (oo, 1)-category Fun® (N (Fin), k-Mods,) of
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(lax) monoidal functors from (the oo-category associated to) Fin to the (oo, 1)-
category of chain complexes (see Lurie [Lu2 [L-HAL [KM]). We denote

(X - CH;?T"P(A)) € Fun®(N(Fin), k-Modoo)

thﬂ monoidal functor associated to an E,-algebra A. This functor extends nat-
urally to a functor Fun®(N(Set), k-Modw,) (where Set is the category of sets) by
taking colimits; that is to say, X h_m> CH™ (A).
FinsK—X
By Proposition [2.9, CH;"(A) has a natural structure of E..-algebras; more
precisely, the functor (X — CHY™ (A)) factors as

N(Fin) — Ex-Alg 229 k-Mod...
We simply denote (X — CH)S(imp(A)) € Fun®(N(Set), Ex-Alg) the induced lift.

Remark 3.1. Fixing a set X, CHx(A) is (functorially) quasi-isomorphic to the
tensor product A®X (where A is viewed as a chain complex). Note that this con-
struction (of the underlying chain complex structure) is the same as the one in|[GT7Z,
Section 2.1] in the case of CDGAs. However the functorial structure involves higher
homotopies and not only the multiplication and seems difficult to write explicitly
on this particular choice of cochain complex.

Let DK : sk-Mody, — k-Mody, be the Dold-Kan functor from the (oo, 1)-
category of simplicial k-modules to the chain complexes. The Dold-Kan functor
refines to a functor sE.-Alg — F..-Alg from simplicial F..-algebras to differential
graded F.-algebras which preserves weak-equivalences (see [MIl Section 3]).

Definition 3.2. The derived Hochschild chains of an E.-algebra A and a simplicial
set X, is
CHy,(A) = DK( lim CH;‘;'mP(A)) .
Fin3K—X,

Remark 3.3. In the case where the F-algebra A is strict, i.e. a CDGA, it follows
from Corollary [3.7|below that C Hx, (A) is quasi-isomorphic to the Hochschild chain
complex over X, described in details in[GTZ, Section 2.1] (also see|Pl [G1] IGTZ2]).

Proposition 3.4. The derived Hochschild chain (Xo, A) — CHx,(A) lifts as a
functor of (0o, 1)-categories
CH : sSetoo X Eop-Alg — Eo-Alg.

Further, it is the tensor of A and X4 in Es-Alg, i.e., there is a natural equivalence
CHx,(A) =2 AR X,. In particular,
(7) ‘]M’apsSetoC (Xh MapEm-Alg(A7 B)) = MapEm—Alg(CHX- (A)v B)

Note that we could also just have used the tensor definition A X X, to define
higher Hochschild chains.

Proof of Proposition[3.J} Proposition[3.6]below implies that the derived Hochschild
chain functor is invariant under (weak) equivalences of F.-algebras and simplicial
sets and thus lifts as an ((oo, 1)-)functor sSets X Foo-Alg — k-Modeo, (Xe, A) —
CHx,(A). Since the tensor products of F-algebras is an Fo.-algebra, CH;;:"}’(A)

Hit s unique up to contractible choices
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is a simplicial E.-algebra for any simplicial set K,. Since the (refined) Dold-
Kan functor sF.-Alg — E-Alg preserves weak-equivalences [M1], the derived
Hochschild chain functor lifts as a functor of (oco,1)-categories CH : sSeto X
E,-Alg — E_-Alg. By Proposition CHx,(A) 2 AX X, in sE.-Alg from
which the second assertion of the Proposition follows after passing to geometric
realization. O

Remark 3.5. There is a derived functor interpretation of the above Definition [3.2
Recall that to any simplicial set X,, one can associate a canonical E.,-coalgebra
structure on its chains [Mal [BF], denoted C,(X,) (Example [2.6). Dually to the
case of algebras, an F,-coalgebra C' defines a contravariant monoidal functor X —
CH*"?Z(C), i.e., an object of Fun®(N(Fin)P, k-Mod).

In particular, an F..-coalgebra C defines a right module over the oo-operad EE,
and an F..-algebra a left module over the co-operad E£ . We can thus form their

L
(derived) tensor products C' ® A which is computed as a (homotopy) coequalizer:

ES
L
C ® A= hocoeq ( H C®P ® EZ (q,p) @ A®1 = HC’®" ® A®”)
]E®
o0 1,3 —={1,....p} n

where the maps f : {1,...,q} — {1,...,p} are maps of sets. The upper map in
the coequalizer is induced by the maps f* : C®P @ EZ (¢,p) @ A®1 — C®1 @ A®4
obtained from the coalgebra structure of C' and the lower map is induced by the
maps fi : C®? @ E€ (q,p) @ A®1 — C® @ A®P induced by the algebra structure.

Proposition 3.6. Let X, be a simplicial set and A be an E..-algebra. There is a
natural equivalence

CHyx,(A) =C.(Xs) & A
®

E

~hocoeq ( H Ci(Xe)*? @ EL (q,p) ® A®1 = H Ci(X)®" ® A®")
fA{1,.qk—={1,....p} "

Proof. Note that the F.-coalgebra structure on C,(X,) is given by the functor

N(Fin,)°? — k-Mod defined by I — k[Hompi, (I, X,)]. The rest of the proof
now is the same as in [GTZ2], Proposition 4]. O

In [GTZ2], a functor CH®9% : sSet,, x CDGAs — CDG Ay was deﬁneﬂ
There is a forgetful functor CDGA., — FEo-Alg. Proposition [3.6] Proposition 4
in [GTZ2] and the equivalence EZ = Comm® yield

Corollary 3.7. If A is a commutative differential graded algebra, the following
diagram is commutative in the (0o, 1)-category Fun(sSeto, x CDGAy, Eoo-Alg):

sSet.. x CDGALE™ cpGA,,

| i

sSetso X Eo-Alg il E.-Alg

In particular, C’H)C(d.ga(A) is naturally equivalent to CHx,(A).

12t was simply denoted C'H in loc. cit.
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In other words, the corollary means that the functors CH9* and CH are equiv-
alent (for a CDGA).

Remark 3.8. In the sequel we will use the equivalence given by corollary [3.7] to
identify the functors CH and CH®% without further notice.

There is an equivalence of (0o, 1)-categories sSeto, = Tops induced by the

underlying Quillen equivalence between sSet and Top [GJ, Ho]. The left and
right equivalences are respectively induced by the standard singular set functor
X = Se(X) := Map(A®, X) and geometric realization X, — |X,| functors. In
particular, we can replace simplicial sets by topological spaces in Definition [3.2] and
Proposition to get the following analogue of Proposition Letting C\(X) be
the natural F..,-coalgebra structure on the singular chains of X, we deduce from
Proposition [3.4] and Proposition [3.6}

Proposition 3.9. The derived Hochschild chain with value in an E..-algebra A
modeled on a space X given by

CHy(A) = DK( lin CH;;’”P(A))
FindK—Se(X)
L
>~ (X)) A

ES
induces a (00, 1)-functor CH : (X, A) — CHx (A) from Tops, X Eoy-Alg to Es-Alg.
Further, one has a natural equivalence AR X =2 CHx(A); in particular
(8) Ma’pTopoo (Xa ]‘40']7Eoo —Alg(Aa B)) = Ma'pEoo—Alg(CHX (A)7 B)

Remark 3.10. Since (X, A) — CHx(A) = AX X is a functor of both variables,
CHx(A) has a natural action of the topological monoid Maprep. . (X, X) (and

in particular of the group Homeo(X)). This means that there is a monoid map
Maprop. (X, X) = Mapg_-a1e(CHx(A), CHx(A)); in other words a chain map
C.(Maprop.. (X, X))®CHx (A) — CHx (A) which makes CHx (A) a Maprop. (X, X)-
algebra in E-Alg (for the monad associated to the monoid Mapr,, (X, X)).

Similarly, given any map f: X X K — Y of topological spaces, we get a canon-
ical map f: K — Mapg,_-a1g(CHx (A), CHy (A)) in Tops as follows. By Propo-
sition the map fi : CHxxk(A) = CHy(A) yields a natural map of mapping
spaces:

(9) Tf 2 MapEoo_Alg(CHy(A),CHy(A))

(f;)> MapEm_Alg (CHXXK(A), CHy(A))
= Maprop.. (K, Mapg,.a15(CHx (A), CHy (A)))

where the last equivalence follows from Proposition and Corollary (4)
below. Applying the map @D to the identity idcp, (4) we get the map

(10) [ :=71p(idomy (a) € Maprop.. (K, Mapp._a1g(CHx (A), CHy (A))).
In particular, the map f yields a map

(11) fe: Cu(K)® CHx(A) — CHy (A)

in k-Mod.
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The map f (respectively f*) are functorial in the obvious sense. Indeed, let
fiKxX—>Y, g:KxY —Z,j:L— K be continuous maps. Out of f and ¢
we can form the map

EKxXx®D sy 27

where pg : K x X — K is the canonical projection while out of j and f, we can
form the composition
JXidx

Lx X% gxx Ly
We thus get the maps f , g as well as

(f o (] X de)) L — MapEoo_Alg(CHx(A),CHy(A)))

and (go (pk, f)) : K — Mapg_-a1g(CHx (A),CHz(A))). The functoriality rela-
tion are given by:
Proposition 3.11. The following two diagrams

(f.9)
K —" > Mapg._11y(CHx (A), CHy (A)) x Mapg.-a1,(CHy (A), CHz(A)) ,

(g9o(pk,f)) MapEm-Alg(CHX(A)ycHZ(A))
where the vertical arrow is the composition of morphisms, and

(fo(jxidx))
L—2 Mapp ag(CHx (A), CHy (A))

Proof. The result follows from the following two factorizations

are commutative.

. j X idx )« .
(fO (] X ’de))* : CHLX)((A) (]X—};) CHKXX(A) f—) CHy<A),

(g0 (e, ) : CHiexx (A) VD" CHye v (A) 25 CHy(A)
which in turn follow from Proposition [3.9} O
Example 3.12. Consider a commutative diagram of spaces

pLXf

LxKxX—>LxY

(qudX)i ig

Rx X A

where pr, : L x K x X — L is the canonical projection, f : K x X — Y and
q: L x K — R are continuous maps. Then by Proposition [3.11} we get that the
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following diagram is commutative

C.(L x K)® CHx(A) —L—~ C.(L) ® CHy (A)

qx ®idl ig*

C.(R) ® CHx(A) CHz(A).

>
N

As we previously mentioned, the higher Hochschild functor (modeled on spaces)
agrees with factorization homology (see [L-HAL [F1] and Definition for Foo-
algebras. Indeed the following result (whose CDGA version was proved in [GTZ2])
was proved by Francis [F1].

Theorem 3.13. Let M be a manifold of dimension m and A be an E-algebra
viewed as an N (Disk(M))-algebra (by restriction of structure, Example|2.16). Then,
the factorization homology fM A of M with coefficients in A is naturally equivalent
to CHy(A).

Proof. The proof is the same as the ones for CDGA’s in [GTZ2] (see Theorem 6
and Corollary 9 in loc. cit.) using the axioms of Theorem Further, as pointed
out by John Francis [F], the proof also applies to topological manifolds. O

In particular, it follows that the factorization homology of an E..-algebra and
framed manifold M is canonically an FE-algebra which is independent of the
choices of framing, and further, can be extended functorially with respect to all
continuous maps h: N — M.

Remark 3.14. There is also a nice interpretation of Hochschild chains over spaces
in terms of derived algebraic geometry. Let dSty be the (model) category of derived
stacks over the ground ring k described in details in [T'V] Section 2.2]. This category,
which admits internal Hom’s denoted by R Map(F, G) following [TV], [TV2], is an
enrichment of the homotopy category of spaces. Indeed, any simplicial set X,
yields a constant simplicial presheaf E.-Alg — sSet defined by R — X, which, in
turn, can be stackified. We denote X the associated stack, i.e. the stackification of
R — X,, which depends only on the (weak) homotopy type of X,. It is sometimes
called the Betti stack of X,.

For a (derived) stack ) € dStj, we denote Oy its functions, i.e., Oy :=
RHom(9), Ab), (see [TV]).

Corollary 3.15. Let R = R Spec(R) be an affine derived stack (for instance an
affine stack) [TV] and X be the stack associated to a space X. Then the Hochschild
chains over X with coefficients in R represent the mapping stack R Map(X,R).
That is, there are canonical equivalences

Or Mapx,;) = CHx(R), R Map(X,R) = RSpec(CHx(R))

Proof. The proof is analogous to the one of [GTZ2, Corollary 6.4.4]. O

Note that if a group G acts on X, the natural action of G on CHx(A) (see
Remark|3.10)) identifies with the natural one of G on R Map(X,R) under the equiv-

alence given by Corollary
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3.2. Higher Hochschild (co)chains with values in F.-modules. We now
consider a dual notion of the Hochschild chain functor, which is well defined in the
F . -case.

Let € : pt — X4 be a base point of X,. The map ¢ yields a map of E.-algebras
A= CHy(A) S CHy,(A) and thus makes CHx, (A) an A-module. Let M be
another F,.-A-module.

Definition 3.16. The (derived) Hochschild cochains of an E..-algebra A with
value in M over (the pointed simplicial set) X, is given by

CHX*(A,M) = Homa(CHx,(A), M),
the (derived) chain complex of the underlying left E;-A-module homomorphisms.

The definition above depends on the choice of the base point even though we do
not write it explicitly in the definition. We define similarly CH* (A, M) for any
pointed topological space X.

Remark 3.17. According to Theorem [5.13] one can also alternatively consider the
chain complex of F.-A-modules in Definition [3.16

Definition 3.18. The Hochschild chains of an E.-algebra A with values in M
over (the pointed simplicial set) X, is defined as

L
CH)(.(A,M) :M(,%CHX.(A)

the relative tensor product of E.-A-modules (as defined, for instance, in [L-HA|
Section 3.3.3] or [KM]).

Remark 3.19. Any E.-A-module has an underlying F;-module structure given by
the forgetful functor A-ModP>= — A-ModF* hence both a left and right A-module
structure. Thus, given two F..-A-modules M, N, one can form their relative tensor
product M ®4 N where M is viewed as a right A-module, N as a left A-module and
A as an Fj-algebra. According to Theorem and [L-HAl Section 4.4.1] or [KM]
Section 5], this tensor is equivalent (as an object of k-Mod,) to the relative tensor
product computed in E-A-modules. Hence, the tensor product of Definition [3.1§]
can be computed using this alternative definition.

Since the based point map €, : A — CHx,(A) is a map of F.-algebras, the
canonical module structure of CHy, (A) over itself induces a module structure on
CHx,(A, M) over CHx,(A) after tensoring by A (also see [KM| Part V], [L-HA]):

Lemma 3.20. Let M be in A-ModP>=, that is, M is an E.-A-module. Then
CHx,(A, M) is canonically a CHx, (A)-E-module.

Remark 3.21. By definition, if A is endowed with its canonical A-F..-module
structure, the natural map CHx,(A4,4) =2 A ®% CHx,(A) — CHx,(A) is an
equivalence of C Hx, (A)-modules. Hence, tensoring by M ® 4 —, we get a canonical
lift of the relative tensor products M ®Y4 CHx, (A), computed as a relative tensor
product of left and right modules over A seen as an Ej-algebra, to a CHx,(A)-
FE-module as well.

Proposition 3.22. The derived Hochschild chain CHx, (A, M) with value in an
E-algebra A and an A-module M over a space X, given by Definition[3.18 induces
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a functor of (0o, 1)-categories CH : (Xo, M) — CHx, (t(M), M) from sSet,.o X
ModP~ to ModP~.

The derived Hochschild cochains CHX*(A, M) with value in an Es-algebra A
and an A-module M over a space Xo given by Definition[3.16 induces a functor of
(00, 1)-categories (Xo, M) = CHX*(A, M) from sSet, % x A-ModF>= to A-ModF=,
which is further contmvarianﬂ with respect to A.

Proof. Tt follows from Lemma and § The fact that homomorphisms of
A-FE.-modules have a canonical structure of A-FE..-modules follows from the same
argument as for the tensor product above or from [KM| Theorem V.8.1]. (I

Remark 3.23. As usual, one obtains a similar version of the above Definition [3.18
and Lemma for pointed topological space X.

Remark 3.24. If A is a CDGA and M a left A-module, similarly to Corollary [3.7]
there are natural equivalences

CH{9"(A, M) = CHx, (A, M),  CH.: (A, M)=CH**(A M)

cdga

where C’Hﬁgga(A, M) and CH”* (A, M) are the usual higher Hochschild chain and

cdga
cochain functors for CDGA’s and their modules defined respectively in [P] and [GI].

3.3. Axiomatic characterization. The axiomatic approach to Hochschild func-
tors over spaces for CDGA’s studied in the authors’ previous work [GTZ2] extends
formally to E-algebras as well. It is actually an immediate corollary of the fact
that Fo.-Alg (as well as any presentable (0o, 1)-category) is tensored over simplicial
sets in a unique way (up to homotopy). We now recall quickly the axiomatic char-
acterization (similar to the Eilenberg-Steenrod axioms) and some consequences for
Hochschild theory over spaces with value in Mod®>. A similar story for factoriza-
tion homology of E,-algebras has been developed recently by Francis [F2, [AFT].

We first collect the axioms characterizing the (derived) Hochschild chain theory
over spaces into the following definition. Let Forget : Top.., — Tops be the
functor that forget the base point.

Definition 3.25. An F,.-homology theoryﬂ is a pair of co-functors CA : Topso X
E-Alg — E-Alg, denoted (X, A) — CAx(A), and CM : Top,., x ModP~ —
ModF>= denoted (X, M) + CMx (M), fitting in a commutative diagram

cM ModP

(12) Tops., x ModF~

ForgetXLl L

Topso X Foo-Alg A E-Alg

satisfying the following axioms:
i) value on a point: there is a natural equivalence CM,,; (M) = M in ModP=;
ii) monoidal: the natural map
CMx (M) ® CAy (L(M)) = CMx 1y (M)
(where X € Top,., and Y € Tops) is an equivalence.
13,sing the canonical functor (similar to the one of Example fx 1 B-ModFP> — A-ModFe

associated to any E~-algebras map f: A — B
1ith values in the symmetric monoidal (oo, 1)-category (k-Modeo, ®)
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iii) excision: CM commutes with homotopy pushout of spaces, i.e., there is
a canonical equivalence

L
CMxupy(M) =CMx (M) @ CAy((M))
CAZ((M))

where X € Top,o,, Y, Z € Tops.

Remark 3.26. Since any F-algebra is canonically a module over itself, there is
also a canonical functor ¢ : Es-Alg — ModP>, hence a functor ( — H{*}) X ¢
Topeo X Eso-Alg — Top.., X ModF>= giving rise, by composition with 1o CM to
a functor ¢ : Tops, X Foo-Alg — E-Alg. By axioms i) and %) in Definition
and commutativity of the diagram , we get a natural equivalence

Ux(4) = ¢(A) ® CAx(A).
Hence, the functor CA is actually completely defined by the functor CM.

Remark 3.27. We also define a generalized F..-homology theory to be a triple
of functors F : ModP>~ — ModP>, CA : Tops, X Es-Alg — E-Alg and CM :
Top.., x ModP~ — ModF= satisfying all properties as in Definition except
that the value on a point axiom is modified by requiring a natural equivalence
CMp (M) = F(M) in ModF=.

The next theorem shows that higher Hochschild homology theory is the unique
functor satisfying the assumptions of Definition [3.25

Theorem 3.28. (1) The derived Hochschild chains functors CH : Topso X
E-Alg — E-Alg (see Pmposition and the derived Hochschild chains
with value in a module CHyx : Top.., x Mod®> — ModF= (see Proposi-
tion form a Es-homology theory in the sense of Definition ,

(2) Any E-homology theory (in the sense of Definition is maturally
equivalent to derived Hochschild chains, i.e., there are natural equivalences
CAx(A) =2 CHx(A) and CMx (M) =2 CHx(«(M),M).

Proof. This is essentially implied by the fact that CHx(A4) =2 AKX X is the tensor
of A with the space X and that such a tensor is defined uniquely, see [L-HTT,
Corollary 4.4.4.9]. Note that the first assertion follows from Proposition and
Proposition [3.9] The proof of the uniqueness follows from the proofs of Theorem
4.2.7 and Theorem 4.3.1 in [GTZ2]. The excision and the value on a point axioms
applied to X = Z = pt show that there is a natural equivalence

CMy (M) = M (% CAy (M)
which reduces to proving the assertion for CA. Since ¢ : ModP~ — FE,-Alg
is monoidal, CA is monoidal. Similarly, the natural equivalence implies that
CA satisfies the excision axiom (in the category of FE.-algebras). Now the proof
of [GTZ2, Theorem 2] applies verbatim. The argument boils down to the fact that
Top is generated by a point using coproducts and homotopy pushouts. 0

We now list a few easy properties derived from the above Theorem [3.28]

Corollary 3.29. (1) The derived Hochschild chain functor is the unique func-
tor Topee X Eoo-Alg — EL-Alg satisfying the following three axioms
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(a) value on a point: There is a natural equivalence of E-algebras
CHp(A) = A,
(b) coproduct: There are canonical equivalences
CHjex)(A) & lim Q) OHx, (4)

KcI keK
K finite

(c) homotopy glueing/pushout: there are natural equivalences

CHy yy (A) ¢— CHx(A) ®¢p,a) CHy (A).

(2) (generalized uniqueness) Let F : Mod®~ — ModP=, CA : Tops, x
Eoo-Alg — Eoo-Alg and CM : Top, ., x Mod¥>= — Mod¥>= be a generalized
E-homology theory. Then there is a natural equivalence

CMx(M) = CHyx ((F(M)), F(M)).

(3) (commutations with colimits) The derived Hochschild chains functors
CH : Topso X Eso-Alg — Es-Alg and CH : Top.., x ModP~ — ModF~
commutes with finite colimits in Topss and all colimits in ModP=, that is
there are natural equivalences

CHﬂXi(L(M),M) & li_m)CHXi(L(M),M) (for a finite category F),
F F

(4) (product) Let X, Y be pointed spaces, M € ModP= and A = (M) €
E-Alg. There is a natural equivalence

CHxxy (A, M) 5 CHyx (CHy (A),CHy (A, M)))
in ModE~.

Proof. The proof of the first assertion follows directly from Theorem by ap-
plying the monoidal functor ¢. The proof of the other assertions are the same as
the analogous result for CDGA’s proved in [GTZ2]. O

3.4. Higher Hochschild (co)chains models for mapping spaces. This section
is devoted to the relationship in between higher Hochschild chains and mapping
spaces. In particular, we prove an FE,-algebra version of the Chen iterated integral
morphism studied in [GT7Z].

Let A be an E.-algebra. Recall that by the coproduct axiom and functoriality
of Hochschild chains (see Theorem Corollary , there is a natural equiv-
alence A ® A = CHgo(A) of E-algebras as well as a natural E.-algebras map
CHgo(A) = CHp(A) =2 A

Lemma 3.30. Let X,Y be topological spaces and C*(X), C*(Y) be their Eo-
algebras of cochains. Denote nx : X XY — X and 7wy : X XY — Y the projections
onto the first and second factors. The composition,

* *

Ty QT

X Y
—

(13) C*(X)®C*(Y) C*(X xY)®C* (X xY) = CHgo (C*(X xY))

— CHpu (C*(X xY)) 2 C*(X xY)
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is a natural morphism of Ex-algebras. It is further an equivalence under the as-
sumption that H,(Y) (or H.(X)) is finitely generated in each degree.

Proof. That the maps involved are natural (in X,Y € Top,) maps of E-algebras
follows from the functoriality of X — C*(X) and the functorial and monoidal
properties of the higher Hochschild derived functor (see Theorem .

We now prove that the map is an equivalence under the assumption that
that H.(Y) is projective, finitely generated in each degree. The idea is to prove
that the map is homotopy equivalent to the cross product.

Note that if the ground ring k is a field of characteristic zero, the map
induces a map H*(X) ® H*(Y) — H*(X x Y') which is easily identified with the
Kiinneth morphism since for a graded commutative algebra, the map A ® A =
CHgo(A) - CHp(A) = A is given by the multiplication in A (by Corollary .

For a general ground ring of coefficients, note that as a mere Fj-algebra (via
the forgetful functor E.-Alg < E;-Alg), the singular cochain complex C*(X) is
endowed with the (strictly) associative algebra structure given by the cup-product.
Let D}, D! be two open disjoint sub-intervals of D' and i : DL [[ D} — D!
be the inclusion map. By definition (see [L-HAl [Lu3| [F1]), for any differential
graded associative algebra (A, m), the canonical map of chain compleres (and not

E-algebras)
AQA = / Al / A=A
D[] DY D!

is the multiplication map m : A ® A — A defining the Ej-structure of A. If
furthermore (A, m) is actually an F.-algebra, by Theorem and functoriality
of derived Hochschild functor, there is a (homotopy) commutative diagram of chain
complexes

AR A

R

/

~

A ~
and thus, the map is homotopy equivalent, as a map of chain complexes, to
14)  C*(X)@C* (V) ™D c* (X xY)® C* (X x V) —% C*(X x Y).

The cochain complex structure of C*(X) is the normalization of the cosimplicial
k-module n — C™(X) so that the above map is the (dual of the) Alexander-
Whitney diagonal (in k-Mod):

(15) AW :C*X) 2 C* (V) = (C.(X) @ (V) 2 o (X x ).

Here the first arrow is the canonical inclusion and the second one the dual of the
Alexander-Whitney quasi-isomorphism: AW : C, (X xY) = C(X)®C,(Y). Since
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C.(X), Ci(Y) are complexes of modules and C, (V') has finitely generated homology
in each degree, both maps in the composition are quasi-isomorphisms; the
lemma follows. O

Remark 3.31. The map of Ey-algebra C*(X) @ C*(Y) — C*(X x Y) given by
Lemma [3.30] is in particular a map of chain complexes. From the last part of the
proof of Lemma it follows that this map is equivalent in k-Mod., to the dual
of the Alexander-Whitney diagonal (see the maps , ), i.e. the map given
by Lemma [3.30]is an Eo-lifting of the Alexander-Whitney diagonal (also called the
cross product).

Let X, be a simplicial set and Y be a topological space. We define a map
ev: YIXel s A 5 Yy Xn
by ev(f, (to, - ,tn)) = g, where for
fi(]](Xnx A"/ ~) =Y and (to,- - ,t,) € A",

we have,
g(on) = f([on, (to, - ,ta)]), for o, € X,

Note that this is a well defined map of cosimplicial topological spaces. In fact,
ev is induced by the canonical map X,, — Map(A™,|X,|) given by the unit of the
adjunction between simplicial sets and topological spaces.

Applying the F, cochain functor C*(—) (Example yields a natural map

(16) ev” : (C(Y™)) ey = (C (Yl x AT

of simplicial E.,-algebras.

(1€eN)

Lemma 3.32. The geometric realization of the simplicial Eo-algebra (C*(Z X
Ai))(ieN) is naturally equivalent to C*(Z), as an E-algebra.

Proof. By Lemma there is a natural equivalence C*(Z x A?) & C*(Z)@C* (A?)
in Eo-Alg. This induces an equivalence,

CH(Z)® (C*(AY) yepy — (C*(Z) X AY)) e
of simplicial F..-algebras. Since the constant map A? — pt is a homotopy equiva-
lence, the canonical map C*(pt) — C*(A?), where C*(pt) is viewed as a constant
simplicial F-algebra, is an equivalence. Composing the above with the equiva-

lence,
C*"(Z2)® (C*(pt))(ieN) — C*"(2)® (C’*(A’))(ieN)
gives rise to an equivalence between C*(Z) and the constant simplicial F,-algebra
C*(Z x AY). |
Let X, be a simplicial set. Iterating Lemma we get, for any n € N, a
natural map of F.-algebras
(17) CHx, (C*(Y)) — C*(Y*")

Composing the map with the ev* map in , we get a natural morphism of
simplicial F.-algebras,

(18) Tt: CHYE™(C*(Y)) — C*(YXe) 25 o (YIXel x A®).



HIGHER HOCHSCHILD COHOMOLOGY, BRANE TOPOLOGY AND CENTRALIZERS 31

The following result is an integral, Eo-lifting of the iterated integrals [GTZ2].
Theorem 3.33. The geometric realization of the map
Tt : CHY™(C*(Y)) — C*(Y1Xel x A®)

yields a natural (in Xo and Y ) morphism of E-algebras

It: CHx, (C*(Y)) — C* (Y.
Further, if |Xo| is n-dimensional (i.e. the highest degree of any non-degenerate
simplex is n) and Y is n-connected, then the map It is an equivalence.
Proof. Since the natural map (L7), CH;:"p(C*(Y)) — C*(Y**), and the map (16),

C* (YX°) oo (Y‘X‘| X A'), are simplicial, their realization yields a map of E.-
algebras

CHx,(C*(Y)) = |C* (Yol x A®%)| = o= (vI¥e])
where the last equivalence follows from Lemma[3.32] This defines the map Z¢ which
is natural by construction.

Now, we assume |X,| is n-dimensional and Y is n-connected. We only need to
check that the underlying map of cochain complezes CHx,(C*(Y)) — C*(Y1¥+l x
A‘) is an equivalence in the (oo, 1)-category of cochain complexes. The proof of
Lemma (see Remark ) implies that the cochain complex morphism

CHx, (C*(Y)) — C*(Y"™*)

is the map induced by the iterated Alexander-Whitney diagonal. Since the geo-
metric realization commutes with the forgetful functor E,.-Alg — k-Mod,, the
geometric realization of the map C*(YX+) — C* (Y|X°‘ X A®) is equivalent in
k-Mod, to the map induced by the slant products

CZ(YX") N CZ(YlX" % AZ) /H] len (YlX")

by the fundamental chain [A™] given by the unique non-degenerate n-simplex of
A™.

Hence we have proved that Zt is equivalent in k-Mod., to the composition

PcHx (V) — Py

n>0 n>0

O Do (vl xan) FbH o (v,
n>0

This last map is a quasi-isomorphism under the appropriate assumptions on X,

and Y using the same argument as in [GTZ, [PT]. O

Remark 3.34 (Relationship with Chen integrals). Let Y = M be a manifold and

k a field of characteristic zero. Then, by Corollary (3.7) and homotopy invariance

of higher Hochschild cochains, there is a natural equivalence of E,-algebras
CHx,(C*(M)) = CH(Q(M)).

Recall that the slant product is a model for integration over A™. Unfolding the proof

of Theorem [3.33] and the construction of the map in Lemma [3:30, one can check
that the map Zt : C Hx, (C*(M)) — C*(M'X+!), given by Theorem coincide

1525 natural transformations of co-functors sSetoo — Foo-Alg
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with the generalized Chen’s iterated integral map defined in [GTZ, Section 2]. In
particular, when X, is the standard simplicial set model of the compact interval
or the circle, we recover the original Chen iterated integral construction [Ch|]. This
justifies our notation Zt for the map defined in Theorem [3.33

Similarly, the argument of the proofs of Theorem [3.33|and Lemma [3.30|as well as
Theorem (applied to the forgetful functor from FE.-algebras to Ej-algebras)
show that the iterated integral map Zt : CHx, (C*(Y)) — C* (Y‘X'|) given by

Theorem is homotopy equivalent to the map of differential graded algebras
described in [PT]. In particular, for X = S!, we recover an E.-algebra lift of
Jones quasi-isomorphism [Jo].

Similarly, if X is a topological space, by choosing a simplicial model X, for X
(that is a simplicial set with an equivalence | X,| — X), we get a natural equiva-

lence CHx (C*(Y)) — CHx,(C*(Y)) and thus Theorem yields the following
corollary. Note that an independent proof was obtained by Francis [F2] in the case
where X is a manifold.

Corollary 3.35. The map
It : CHx(C*(Y)) — CHx,(C*(Y)) — C*(Y)

is a natural (in X, Y ) morphism of E-algebras and an equivalence if Y is dim(X)-
connected.

We will give a cohomological version of Theorem Assume now that X is
pointed (by a map € : pt — X) and choose a pointed simplicial set model X, of X.
By naturality of the map Zt¢ in Theorem [3:33] there is a commutative diagram of
FE-algebras maps:

It

(19) CHx,(C*(Y)) C* (Y1Xel)

e*T C*(e*)T

C*(Y) = CHp(C*(Y)) — s O (YP) 2 CH(Y).

in which the lower map is seen to be the identity map by construction. It follows
that Zt is a C*(Y)-Es-module map. Denoting MY = Homy(M, k) the linear dual

of M (equipped with its canonical A-E-structure if M is an A°P-FE,,-module), we
thus get a map

(20) Tt*: C. (YX) ~ (0, (YIX-l) s Homy ((C*(Y‘X'|)),k)
=+ Home-(y) ((C*(Y'X'))a (C*(Y))V>
% Home- vy <CHX, (C* (). (C*(Y))v)
>~ OHXe (o*(y), (c*(Y))V) ~ oHX (C*(Y), (C*(Y))v>

where the first map is biduality morphism, the second map is the canonical isomor-
phism and the last two isomorphisms are from Definition [3.18
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Corollary 3.36. The morphism It* : C, (YX) — CHX (C’*(Y)7 (C’*(Y))v> in
k-Mods is natural in X and Y.

Further, if Y is dim(X)-connected, X is compact and the homology groups of Y
are finitely generated in each degree, then It* is a quasi-isomorphism.

Proof. That Zt* is natural in X and Y is immediate since all maps involved in its
definition are natural in their two arguments.

The assumption Y is dim(X)-connected ensures that Zt is a quasi-isomorphism.
Further, for a model X = | X,| where X} is finite in every degree, the above assump-
tion together with the assumption on the homology groups of Y ensures that the

biduality map C., (Y‘X'|) — Homy, ((C*(Y|X°‘)),k) is a quasi-isomorphism as

well. Indeed, the connectivity assumption ensures that H, (Y‘X°|) is the abutment

of the (first quadrant hence) converging spectral sequence given by the simpli-
cial filtration of X, (and so is Homy ((C*(Y'¥¢l)),k)). Its Ei-term is given by
the (reduced) homology of @, C.(Y**). The finiteness of X}, ensures that each
C.(YX) 5 ®Xk C.(Y) has finite type homology groups in every degree (since
Y has), hence is quasi-isomorphic to its bidual from which we deduce that the
biduality map is already an isomorphism at the Ei-page. (I

Remark 3.37 (Weakening the connectivity condition). The assumption of Y be-
ing dim(X)-connected in Theorem and Corollary is merely there to en-
sure the convergence of a spectral sequence (introduced in the proof of Corol-
lary see [GTZ, PT] for more details), which boils down to the convergence of
an Eilenberg-Moore spectral sequence (as explained in [PT], BS]). When X, is a
finite simplicial set, the convergence is ensured under the weaker assumption that
Y is connected, nilpotent, with finite homotopy groups in degree less or equal to n
as is proved in [F2]. Tt follows that we have the following proposition.

Proposition 3.38. Assume X = |X,| is compact and n-dimensional. Then, The-
orem[3.33 and Corollaries[3.35 and[3.3¢ hold true if Y is only connected, nilpotent,
with finite homotopy groups in degree less or equal to n.

4. ALGEBRAIC STRUCTURE OF HIGHER HOCHSCHILD COCHAINS

4.1. Wedge and cup products. Let A be an F-algebra and assume B is an
A-algebra, i.e., an F-algebra object in the symmetric monoidal (0o, 1)-category
A-Mod¥P> of A-modules, see [L-HAL [KM] for details.

Example 4.1. A map f: A — B of E-algebras induces a natural F..-A-algebra
structure on B.

Note further that, if B is a unital F..-A-algebra, then the map a — a - 1p lifts
toamap f: A — B of E-algebras such that the induced F.,-A-algebra structure
on B is equivalent to the original one.

Since there is a canonical map my4 : AQ A — A of E-algebras (Proposition|2.9)),
any A-module inherits a canonical structure of A ® A-module (Proposition [2.10)).

Lemma 4.2. Let M € A-ModP> be an A-module and X,Y be pointed topological
spaces. There is a natural equivalence

p: Homaga (CHx(A) ® CHy (A), M) = CHXVY (A, M)
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Proof. The excision property yields a natural equivalence
L
CHxvy ()2 A & (CHx(A) CHy(4))
A®A

It follows that we have an equivalence
HomA®A(CHx(A)®CHy(A)7M) ~ Homy (CHX\/y(A),M)
and the result now follows by Definition O

Using the above Lemma for pointed spaces X,Y and B an A-algebra, we
can define the following map

(21)
py : CHX (A, B) @ CHY (A, B) — Homaga (OHX(A) ® CHy(A),B® B)

T om aea (CHX(A) ® CHy (A), B) ~ CHXVY (A, B)

where the first map is given by the tensor products (f, g) — f ® g of functions.

Definition 4.3. We call u, : CHX(A,B) ® CHY (A,B) — CHXVY (A, B) the
wedge product of Hochschild cochains (here we do not require that B is unital).

Note that this construction was already studied in some particular cases in our
previous papers [GIl [GTZ].

Example 4.4 (Small model for CDGA’s). If A, B are actually CDGA’s and given fi-
nite pointed set models X,, Y, of X, Y, the map p can be combinatorially described
as follows. We have two cosimplicial chain complexes C HX*(A, B) @ CHY*(A, B)
(with the diagonal cosimplicial structure) and C HX+VY+(A, B). There is a cosim-
plicial map g : CHX*(A,B) ® CHY*(A,B) — CHX+VY+(A, B) given, for any
f € CH*"(A,B) = Homa(A®#%» B), g € CH*"(A, B) & Hom(A®#Y» B))
by

pw(f,9)(ag,az,...apxx,,ba, ..., buy,) = £ao.f(1,a2,...axx,).9(1,b2,...,byy,)

where ag corresponds to the element indexed by the base point of X,, VY, (the sign
is given by the usual Koszul-Quillen sign convention). Composing the map i with
the dual of the Eilenberg-Zilber quasi-isomorphism realizes the wedge map :

wy : CHX(A,B) @ CHY (A, B) — CHXVY (A, B).
Proposition 4.5. The map pv is associative, i.e., there is a commutative diagram

CHX(A,B)® CHY (A, B) @ CH? (A, B)" 2" CHXVY (4, B) ® CH?(A, B)

id@uvl lﬂv

CHX(A,B)® CHYVZ(A, B) — CHXVYVZ(A, B)

in k-Mod.

Proof. 1t follows from the associativity of the wedge product of spaces and tensor
products of F,-algebras as used in Lemma [4.2] and Proposition [2.9 (]
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Let X be a homotopy coassociative co- H-space, i.e., a topological space X en-
dowed with a continuous map dx : X — X V X which is co-associative (up to ho-
motopy). Note that all suspension spaces has this structure, even though they are
rarely manifolds. Then, by functoriality, we get a morphism &% : CHXVX (A, B) —
CHX (A, B).

Corollary 4.6. Assume X is a homotopy coassociative co-H -space. The composi-
tion

Ux : CHX(A,B)®CHX(A,B) ™ CHXVX(4,B) *% CHX (A, B),

called the cup-product, induces a structure of graded associative algebra on the
cohomology groups HHX (A, B). It is further unital if B is unital and X counital.

Proof. The associativity follows from Proposition and Proposition When
B has an unit 1 and X is counital, then it follows from the contravariance of
Hochschild cochains with respect to maps of pointed spaces that the unit of Ux is
given by the canonical map

(22) k2 g orrta,B) YR cHX (A, B).
Indeed, the two compositions (id V(X — pt)) odx and ((X — pt)V id) odx are
homotopical to the identity. Further, the composition

CHX(A,B) &k ""%? CHX(A,B) @ CH" (A, B) Y CHX (A, B)

is the identity map of CHX(A, B) (which can be checked on any simplicial set
model of X). O

In particular, the pinching map S% — S¢V S? obtained by collapsing the equator
to a point induces a cup product Uga : CHS" (A, B)© CHS" (A, B) — CHS" (A, B)
for Hochschild cohomology over spheres for any F..-algebra A and A-algebra B.
For CDGA'’s, this cup-product agrees by definition and Remark with the one
introduced by the first author in [G1].

Example 4.7 (Cup-product on the standard simplicial model for spheres).
In the case of spheres and CDGA’s, there is an explicit description of the cup
product if one uses the standard model of the dimension d sphere. Recall that the
standard simplicial set model of the circle S* is the simplicial set, denoted (SL,)s,
generated by a unique non-degenerate simplex of dimension 1. Thus (S%,), = n,
where ny = {0,--- ,n} has {0} for its base point see [G1l [GTZ, [P]. The standard
simplicial set (S%)e is the iterated smash product (S%)e = (SL)e A+ A (SL)e
so that (5%), = (n%),. Using this standard simplicial set model, we have an
equivalence

CHS" (A, M) = CHS)+ (A, M) 2= Homy, (A®®)", M)

see [G1] (in particular, for the description of the differential on the right hand side).
Note that we do not know any simplicial map (S%)e — (5% )e V (5% )e modeling the
pinching map. However, there is a simplicial map q : sd2((S%)e) — (S%)e V (S%),
modeling it. Here sda((S%),) is the edgewise subdivision [McC] (also see [GTZ,
§ 3.3.2] for examples of applications in the context of higher Hochschild complexes)
of (8%),; it can be seen as the simplicial model of the circle obtained by gluing two
intervals at their endpoints. In other words sdo((S%), = (2n+1); = {0,...,2n+1}
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pointed in 0. The map ¢ : sda((S%)a) = (S4)n V (S4) = {L,...,n} U{O}U {n +
2,...2n+1} identifies n+1 with 0. The cup-product is thus realized by the induced
map

<CH<S.‘3J-(A, B)) RN CHSWNV S (A, B) Ly 055004 (4, B).

There is also a cochain complex map (not induced by a map simplicial sets) mak-
ing CH(S)e (A, B) a differential graded associative algebra on the nose described

in [Q1. Let f € CG2o(A,B) =~ Homp(A®("") B) and g € CG2a(4, B) =
Homk(A®(qd) ,B). Define f Uy g € CS5)r+a(A, B) = Homy, (A®((p+q)d) , B) by

(23) fUo 9((%,..‘,m)1§z‘1,..‘,z‘ds;¢+q)

= F(@iy..ii)1<iriasp) 9(@ir o id)pir<in,.ia<pra) | | @r.ia

where the last product is over all indices which are not in the argument of f or g.
Note that for d = 1, this is the formula of the usual cup-product for Hochschild
cochains as in [Ge] and for n = 2, this is the Riemann sphere product as defined
in [GT7Z].

The following lemma is proved using a straightforward computation

Lemma 4.8. Let A be a CDGA and B a commutative differential graded A-algebra.
Then (CHS+ (A, B),d,Uy) (where d is the total differential as in [G1}[GTZ)]) is
an associative differential graded algebra (and unital if B is unital).

The above explicit formula for the cup-product realizes the cup-product induced
by the co-H space structures of the spheres.

Proposition 4.9. The natural equivalence C’Hsg},.(A,B) = CHSd(A,B) is an
equivalence of En-algebras (with En-structures induced by Lemma and Corol-

lary @)

Proof. The proof in the case d = 2 is given in the proof of [GTZ, Proposition
3.3.17]. The argument for general d is the same. O

We finish this section by giving a more structured version of the wedge product.
The wedge product is the degree 0-component of a higher homotopical tower
of wedge products. Since B is an F.-algebra, it is in particular, by restriction of
structure, an F,-algebra for any positive integer n.

Assume, that A and B are algebras over the (chains on the) linear isometry
operad ([KM]) viewed as algebras over C,(C,), the (chains on the) little dimension
n-cubes operad. For any ¢ € C.(C,(r)), we have a map mp(c) : B®" — B.
Similarly to the wedge product, we can thus define the composition

(24) pu(e) : @ CHY (4, B) — Hom sor (R CHx,(4), B°7)
i=1 i=1

(mB—(CQ)* Hom ger ( ® CHx,(A), B) ~ Vi X (A, B).
i=1

where the first map is given by the tensor products of morphisms.
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Remark 4.10. When B is a CDGA, then all operations p (¢) vanishes if ¢ is not
of degree 0.

Example 4.11 (Strict chain model for algebras over an E., Hopf-operad). The
map gy (c) can be defined similarly at the chain level whenever A, B are algebras
over an FE.-operad (£(n)), which is further an Hopf-operad, that is, is equiped
with a diagonal of operads £(n) = £(n) ® £(n)). In that case one gets map v (c)
for any ¢ € £(n). A nice model of such an E,, Hopf operad is the Barratt-Eccles
operad [BE].

4.2. A natural Fj-algebra structure on Hochschild cochains modeled on
d-dimensional spheres. We have already seen the definition of the cup product
for Hochschild cochains modeled on spheres for Eo.-algebras, see Corollary [1.6] We
now turn to the full E4-structure on oS’ (A, B). In [G1], the first author proved
that if A is a CDGA and B is a commutative A-algebra (for example B = A),
there is a natural E,-algebra structure on CHS" (A, B). In this section, we recall
this construction in the context of co-categories of E -algebras. We will relate this
construction to centralizers in the sense of Lurie [L-HAl [Lu3| in Section @

Recall that we denote Cy4 the usual d-dimensional little cubes operad (as an op-
erad of topological spaces) whose associated co-operad is a model for IE?, see|L-HA|
Lu3]. C4(r) is the configuration space of 7 many d-dimensional open cubes in I¢.
Any element ¢ € Cy4(r) defines a map pinch. : ST — \/,_, . S? by collapsing the
complement of the interiors of the r cubes to the base point. The maps pinch,
assemble together to give a continuous map

(25) pinch : Cq(r) x ¢ — \/ S,
i=1...r
Note that the map pinch preserves the base point of S¢, hence passes to the pointed
category.
For any topological space X, the singular set functor X — A4(X) := Map(A®, X)
defines a (fibrant) simplicial set model of X. Hence, applying the singular set
functor to the above map pinch, the contravariancﬂ of Hochschild cochains (see

Proposition and Proposition |3.22) and the wedge product 1y, we get, for
all » > 1, a morphism

(26) pinchga . : Ck (Ca(r)) ® (CHSd(A,B))(X)T

r

. . k
mﬁ@”ca«aw»®2®(0HS%AJa)®

ng 0, (Culr) © CHV= 5" (4,B)

pinch”™
—

CHS'(A,B)
®2

in k-Mods. Here diag : C.(Cq(r)) — C*((Cd(r))z) AW (C* (Cd(r)) is the

diagonal and diag("), diag® its components.

Theorem 4.12. Let A be an Ex-algebra and B an E -A-algebra (not necesssarily
unital). The collection of maps (pinchga )x>1 makes CHS" (A, B) an Eg-algebra

Bywith respect to maps of topological spaces
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(naturally in A, B), which is unital if B is unital. Further, the underlying E-
structure of CHSd(A, B) agrees with the one given by Corollary .

Note that the last map C, (Cy(r)) ® CHVi=1 51 (A, B) pincl” CHS'(A, B) in the
definition of the composition is just the map dual to the one associated to

pinch : Cy(r) — Mapg, -a1g(CHga(A), CHyr_ ga (A)))
in Remark (see formula @)

Proof. To prove the first statement we need to prove that the morphisms pinchg, ,.

are compatible with the operadic composition in Ci (Cd (7")), the singular chains on
®2

the little d-dimensional cubes. Since the diagonal diag : Cy(Ca(r) — (C* (Cd(r)>

is a map of oo-operads, by Proposition and Proposition (as in Exam-
ple , the statement reduces to the commutativity of the following diagram for
every j € {1,...,k}

pinch
Ca(k) x Ca(f) x S ——Ca(t) x \;—y_; S°
o_jxidsdl lid\/il_”j—l saxpinchxidy, ., sd

In other words, it reduces to the fact that the pointed sphere S is a C4-coalgebra
in the category of pointed topological spaces endowed with the monoidal structure
given by the wedge product.

pinch

Ca(k+ ) x S4

The underlying Ej-structure is given by any element in C4(2) generating the
homology group Hy(C4(2),Z) = Z. We can, for instance, take the configuration of
the two open cubes (—1,0)¢ and (0,1)? in (—1,1)%. It follows immediately with
this choice, that the associated FEj-structure is given by the cup-product Ugs of
Corollary up to equivalences of Fi-algebras. The unit is given by the map

as in Corollary
O

This theorem will be generalized in Theorem below to also include general-
ized sphere topology operations. The naturality in A and B means that if C' is a
B-FE-algebra map, then, there is an Fg4-algebra homomorphism

CHS'(A,B)® CHS"(B,C) — CH5" (A, C)
see Proposition [6.15] and Theorem [6.8]

Remark 4.13. For d > 1, Theorem implies that the cup-product makes the
Hochschild cohomology groups HH®" (A, B) a graded commutative algebra (and
not only associative as in the case d = 1).

Further, when B = A (endowed with its canonical A-algebra structure), the E4-
structure can actually be lifted naturally to an Eq41-structure; see Theorem (3).

Remark 4.14. Similarly to Example it is possible (but a bit tedious) to give
explicit description of the higher U;-products on the standard models of the spheres.
Details are left to the interested reader.
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The core of the proof of Theorem [£.12] is the E4-co-H-space structure of the
sphere. We say that a pointed topological space X is an Fg4-co-H-space if it is an
E4-coalgebra in the category of pointed spaces with monoidal structure given by
the wedge product.

In other words, there are continuous maps Cq4(k) x X — \/,_; , X which are
compatible with the operadic composition in Cz. Mimicking the proof of Theo-
rem [£.12] gives the following enhancement of Corollary [.6}

Corollary 4.15. Let X be an E4-co-H-space, A an E.-algebra and B an Eo-
A-algebra. Then there is a natural (in X in E4-co-H-space, A and B) Eg-algebra
structure on CHX (A, B) refining the cup-product of Corollary

Example 4.16 (Smooth CDGA). In characteristic zero, there is an equivalence
E,-Alg = H,(C,)-Alg between the oco-categories of Fy-algebras and (homotopy)
H.(C,)-algebras induced by any choice of formality of the little n-disks-operad.
Note that for n = 1 the latter operad H,(Cy) is the operad of associative algebras
while for n > 2, H,(C,) is the operad governing P,-algebras.

The next proposition shows that for free graded commutative algebras, the ho-
motopy P,-structure given by Theorem is trivial.

Here a P,-algebra stands for a differential graded commutative unital algebra
(B, d,-) equipped with a (homological) degree n—1 bracket which makes the iterated
suspension A[l — n| a differential graded Lie algebra. The bracket and product are
further required to satisfy the graded Leibniz identity, see paragraph below.

If P is a P,-algebra and C a P,-coalgebra, we can form the convolution P,-
algebra Hom(C, P) (as in [Ta2]).

Proposition 4.17. Let A = (Sym(V),d) and B = (Sym(W), b) be differential free
graded commutative algebras and assume n > 2.

e There is an natural quasi-isomorphism
CHgn(A) = (Sym(V ® He(S™)),0) = (Sym(V & V[-n],0)

of CDGA. Here the right hand side is equipped with the unique differential
such that for any v € V, 0(v) = d(v) and dv|—n] = (—1)"s,(d(v)) where
Sn, 18 the unique derivation satisfying s, (w) = w[—n], sp(w[—n]) = 0 for
weV.

e There is an natural equivalence of (homotopy) P, -algebras

CHS" (A, B) = Homsym(v) (Sym(V ® Ho(S"™)), Sym(W))

where the right hand side is endowed with the convolution P,-algebra struc-
tur@ given by the linear isomorphism

Homgym(v) (Sym(V ® Ho(S™)), Sym(W)) >~ Hom(Sym(V[—n]), Sym(W)).

where Sym(V[—n]) is the cofree coproartinian graded cocommutative coal-
gebra seen as a Py-coalgebra with trivial bracket.

Proof. The first claim is (a special case of ) the Hochschild-Kostant-Rosenberg The-
orem for higher Hoschild homology proved in [P] and Remark Note that the
quasi-isomorphism is obtained by the degeneration of a spectral sequence which is

17which has a zero bracket



40 G. GINOT, T. TRADLER, AND M. ZEINALIAN

natural in both A and maps of topological spaces [Pl §2]. In fact, in our case we can

L
use Proposition one has natural equivalences CHgn(A) = C,(S™) ® A and
ES

L
(Sym(V @ Ho(S™)),0) = H,.(S™) % A.
Es
The equivalence is then induced by the fact that S™ is formal (this is essentially
the approach in [P]); alternatively, one can use Corollary if V' is negatively
graded.
The first claim thus also implies that

CHS" (A, B) 2 Homgym v, (sym(v ® H.(S™)), sym(W))

as cochain complexes and that this equivalence is an equivalence of (homotopy) P,,-
algebras, where the P,-structures are given as algebras over the operad (H.(Cp(r))).
The right hand side is equipped with a (H.(C,(r)))-algebra structure given by the

L
action of (H,(Cp(r))) on H.(S™) and thus on H,(S™) ® A; this action being similar
EX

L
to the one on CHgn (A) =2 C,(S™) ® A given by Theorem [4.12| Namely it is given
ES

by the composition:

(27) pinchya, : Ho(Ca(r))) ® (Homsym(v) (Sym(V ® H,(S™)), Sym(W)>)®T

L8 H,(Co(r))) ® Homgym(v) (Sym(V ® H.( \T/ S")) , Sym(W))
i=1

pinch Homgym(v) (Sym(V ® H.(S™)), Sym(W)).
Here pp stands for the multiplication in B = Sym(W). For degree reason, this
H, (Cy(r)))-algebra structure is the one of a CDGA endowed with zero bracket. In
particular it corresponds to the convolution P,-algebra mentioned in the Proposi-
tion. (]

5. FACTORIZATION HOMOLOGY AND F,,-MODULES

In this section, for n = {1,2,...,} U {4+00}, we collect some results on the
category of E,-modules over an E,-algebra A. In particular we identify it with the
category of left modules over the factorization homology [ gn1 Ain § Then
we apply this to E.,-modules to show the existence and uniqueness of the lift of
Poincaré duality in the category of F.,-modules in § These results are latter
used in §[6] and §[7]

We first start by presenting a Factorization algebra point of view on E,,-modules.

5.1. Stratified factorization algebras and F,-modules. One can define a no-
tion of locally constant factorization algebra for stratified manifolds as well as fac-
torization homology for such spaces. We refer to [AFT] and [G2] for details.

In this paper, we will essentially only need very special and easy cases: the disk
and the sphere with a marked point.

Let X be a Hausdorff paracompact topological space. By a stratification of X,
we mean an union of a sequence of closed subspaces ) = X_; € Xy C X; C
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-+ C X, = X such that, for any point x; € X, there is a neighborhood U,, and

a filtration preserving homeomorphism U,, LR x C(L) in X where C(L) is the
(open) cone on a stratified space of dimension n — i — 1.

Note that X,;1; \ X; is not necessarily connected nor non-empty. In all the
examples considered in this paper, it will nevertheless be a smooth manifold of
dimension ¢ + 1. We call the connected components of X; \ X;_; the strata of
dimension i of X.

We define the index of an open subset U C X to be the smallest integer j such
that U N X; # 0.

Definition 5.1. An an open subset U of X is called a (stratified) disk if there is a
filtration preserving homeomorphism U = R’ x C(L) with L stratified of dimension
n —i— 1, and 7 is the index of U.

A factorization algebra F over a stratified manifold ) C Xo C X; C -+ C X,, =
X is called locally constant if the following condition is satisfied:

if U — V is an inclusion of (stratified) disks of same indeqﬂ and further V'
intersects only one stratum of X; \ X;_; where i is the index of V, then we require
that the structure map F(U) — F(V) is a quasi-isomorphism.

We will also say that F is stratified locally constant when we want to insist on
the stratification.

Example 5.2 (Pointed disk). We write D? for the pointed Euclidean open disk
viewed as a stratified manifold. It has only two strata: a dimension 0 stratum given
by its center and the dimension n-stratum given by the complement of the center.
In other words Dj = {0} = D} --- = D?_, and D] = R".

Thus a factorization algebra (or an N (Disk(D™)-algebra) on D? is locally con-
stant if the structure map F(U) — F(V) is an equivalence when U C V' are open
disks such that either U contains the base point or V' is included in the n-stratum
D™ — {0}. In other words, we do not require F(U) — F(V) to be an equivalence
if V' contains the base point while U does not.

We let Facls, be ((0o,1))-category of stratified locally constant factorization
algebras on the pointed disk.

Definition 5.3. e We denote Fac7®, the (oo, 1)-category
le,res | lc lc
Facp, ™ = Facp, X Faclé, (o) Facgn

of pairs (M, A) of locally constant factorization algebras on respectively D7

and D" together with an equivalence of factorization algebras M| pn_ (0} =
A|pn—{oy between the restrictions of M and A to D™ — {0}.

e Fix B € Facl5.. We denote Facllgi,,lB the (oo, 1)-category

{B}a

that is the (0o, 1)-category of pairs (M, A) as above such that A is (equipped
with an equivalence with) B.

lc L lc
Facpn p := Facpn X Facls,. ()

18¢hat is, for all j = 0,...,n—1, either VN X; =0 or both UNX; and V N X; are non empty
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Remark 5.4. Given an object (M, A) € Fac ', the factorization algebra A
is essentially determined by M, since, by the loc*ally constant condition, it is es-
sentially defined by its restriction to any open ball in D", thus to any open ball
included in D™ — {0}.

The same is locally true for any object N of I achCr,. Indeed, restricting to any
disk D of D™ — {0} yields a locally constant factorization algebra on the disk and
thus an F,-algebra Ap = N (D). For any two disks Dy, Do, the E,-algebra Ap,
and Ap, are equivalent, but such an equivalence depends on a choice of a bigger disk
containing both of them. Thus, the main difference between Faclsr® and Faclg,
is that we assume that these equivalences can be made canonically, which amout to
the fact that M D\{o} Is equivalent ot the restriction of a fixed factorization algebra
on R™.

Example 5.5. For n = 1, the category Faclg’fes is equivalent to the category of
all bimodules over an FEj-algebra. However, F' achC1 is equivalent to the category

of all bimodules, that is the category whose objects are (4, B)-bimodules for some
FEj-algebras A, B which may be non-equivalent.

Theorem [2.29] has an analogue for modules:

Proposition 5.6 ([G2]). o There is an equivalence between the (0o, 1)-categories
ModP» of all E,-modules (§ and Facl[(;’,;es, the locally constant factor-
ization algebras on the pointed disk as in Definition [5. 5.
o Let A be an E,-algebra corresponding to a factorization algebra A € Fad,
under Theorem|2.29. Then the above equivalence restricts to an equivalence

En ~ lc
A-Mod™ = Facpn 4

Note that the pushforward D™ — pt realizes the forgetful functor Mod®~(C) — C
of § Further, as noted in Remark fixing any Euclidean sub-disk D C

D" — {0} we get a functor FacS® — Facl which is equivalent to the functor
t: ModP» — E,-Alg, i.e., to the forgetful functor (M, A) — A.
Forgetting the stratification yields a canonical functor Facl, — Facr® re-

alizing the canonical functor E,-Alg — Mod®" (which views an E,-algebra as a
module over itself in a canonical way).

Remark 5.7 (Induced E,-module structure associated to an E,-algebra map). Let
A be an E,-algebra and f: A — B an E,-algebra map and let B be endowed with
the induced A-FE,,-module structure. This module structure has an easy description
in terms of factorization algebras. Denote A : U — [, A and B :V — [, B be
the associated factorization algebras on R™ (see Theorem . By Proposition
and Proposition the data of the A-E,-module structure on B is equivalent to
the data of a parametrized factorization algebra. Thus, to any embedding ]_[::0 ;i :
[I;_gR™ — R™ (with ¢¢(0) = 0) and commutative diagram

[l R" R"

ka %

R’n

h
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of embeddings, one can associate a naturaﬂ map
(28) A(@1(R") ® - -- @ A(¢r(R™)) @ B(¢o(R™)) — B(¥(R™)).
This map is very simple to describe, it is the composition

| Aseef asf B
#1(R™) ér(R™) do(R™)

Qi1 [y, @n) ) ®id
( ””—“?))z/ B®-~~®/ B®/ B
o1 (R™) ér(R™) do(R™)

— B = B(¢p(R™)).
p(R™)
where the last map is given by the factorization algebra structure of B, i.e., the
E,-algebra structure of B.

Now, let g : B — C be another FE,-algebra map endowing C with an A-F,-
module structure; let C : U — [, C be the associated factorization algebra. Then a
map A-FE,-modules h : B — C' is equivalent to the data of a stratified parametrized
factorization algebra map [, h: B(U) = [, B — [, C = C(U) such that, for all
do, - .., ¢, and 1 as above, the following diagram

. (® [y, my F)@id
<®i:1 Jou@n) A) D Joom B Bizo Sz B Joan B

(®id) ®fd>o(R") hl f,/,(kn) h

( LJg:(R™) ) do(R )(®f¢i(Rn)gOf)®id 0 Jgi(R™) P(R™)

is commutative.

5.2. Universal enveloping algebra of an E,-algebra. In this section, we will
recall some general results that are needed, among other places, in the proof of
Proposition [6.2] We start with the following very useful result describing the uni-
versal enveloping algebra of an E,,-algebra in terms of factorization homology. Note
that universal enveloping algebras of E,-algebras are given by the left adjoint of
the forgetful functor E,,-Alg — k-Mod., (for instance see [EF1]).

Proposition 5.8 (Francis, Lurie). Let A be an E, -algebra (n € N). The category
A-Mod®" is equivalent as a symmetric monoidal (0o, 1)-category to the category of
left modules over the factorization homology fsn,l (A), with respect to the canonical
outward n-framing on S"~t C R™.

Proof. This is proved in [F1] and can also be found in [Lu3l [L.-HA]. Note that by
the oo-version of the Barr-Beck theorem [Lull [L-HA| for any F,-algebra A, there is
an F,-enveloping algebra UXL) € F1-Alg with a natural equivalence UX’)—LM od =
A-Mod®", see loc. cit and also [Fre]. Now the result follows from the natural
equivalence Ulgn) 35 Jgn—1 A see [E1}, Proposition 3.19]. O

Vith respect to composition of embeddings, that is satisfies the usual associativity condition
of the structure maps of a prefactorization algebra in the sense of [CG]
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This Lemma extends to the case n = oo, see Lemma [5.15] and more importantly
Theorem [5.13] below.

Remark 5.9. In terms of factorization algebra, the equivalence in Proposition [5.8
can be thought of as the pushforward of factorization algebras. A Euclidean norm
of a vector defines a canonical map N : D? — [0, 1), where [0, 1), is the half open
interval with a unique closed stratum given by the point 0. The (oo, 1)-category of
locally constant factorization algebra on the stratified manifold [0, 1), is equivalent
to the (oo, 1)-category LMod. The equivalence of Proposition is then just
induced by the pushforward N, : FachC? — Facl[&l)* by N. See [G2] for details.

We will later need the following lemma, which expresses the compatibility of
the equivalence of categories given by Proposition with the inclusions of E, 41-
algebras inside E,-algebras. We feel this lemma is of independent interest anyhow.
Suppose X is a codimension 1 submanifold of an n-framed manifold and Y endowed
with a trivialization ¢ : X x R — Y of a tubular neighborhood in Y. Then, for
any E,-algebra A, there is a canonical map ¥ : fx A— fy A (which depends on
the trivialization).

Lemma 5.10. Let A be an E,1-algebra and ¢, : S" ' x R < S™ the inclusion
of an open (tubular) neighborhood of the equatorial sphere S"~1 = S™ N (R" X
{O}) inside S™. The following diagram, in which the vertical arrows are given by
Proposition 5.8, is commutative,

A-ModEr+t — s A-ModEn

(fsn A)-LMod ﬁ) (fsn,l A)-LMod

Proof. The universal property of the F,-enveloping algebra Ujg") implies that the

map of co-operad E¥ — EZ | (see § yields a canonical map of Ej-algebras
Uj(f) — Ugnﬂ). It remains to identify the composition 6, : fSn,l A= UIE‘") —
UXLH) = fsn A with ¢,, to prove the lemma. From the proof of [F1l Proposition

3.19], we know that UIE{L) is computed by the colimit of a (simplicial) diagram,

(29) I1 E;?(K]_[{pt})e@A@K: I1 E;G;(J]_[{pt})@AW...

KeFin E® (J,1)
Similarly, [, gn—1 A can be computed as the colimit of a similar diagram,
(30)

[T Emy/ (I D" 5" xR)@A®s =[] Bmo/" (T] D", " xR) 24 -,
KcFin K ]Ei‘?(J,I) 1

where Embf" denotes the space of framed embeddings.
Furthermore, the equivalence UIE‘”) 5 /. gn—1 A is induced by the canonical maps
E® (K ]_[{pt}) — Emb/" (HK Dn Sn=1 R) obtained by translating the disk

labeled by the distinguished point to the origin; see the proof of [F1l Proposition
3.19].
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The natural map Ux(é‘n) — UXLH) is induced by the natural maps E¥ (K H{pt}) —
EZ,, (K ]_[{pt}) in diagram (29). Since the natural map of co-operads EY — EZ

is given by sending n-dimensional disks D to D x R, we get commutative diagrams

£ (K [I{pt}) B (K 11t

l |

EmbI" (1 D", 8" x R) —————— Emb/" ([[,c D"+, " x R)

where the lower map is induced by the embedding
G XR: (S xR) xR S" xR

prescribed in the assumptions of the lemma. It follows that 6,, : f gno1 A= UIE‘") —
UXLH) ~f gn A is obtained by taking the colimit of these lower maps

Emy” ([ D", 8" x R) 5 Emb/” ([[ D", 5" < R)
K K

applied to diagram (30)), which, by definition, is the map ¢, : [, 1 A = [¢, A. O

Remark 5.11 (The trivial F,,-A-module structure on A). It follows from the
axioms of factorization homology (see |[Lud, [L-HAL [F1] or [GTZ2, Section 6]) that
for any F,-algebra A, there is a natural equivalence A = fDn Ain k— Mod,. Note
that D™ has an immediate trivialization S"~! x D! 2 D"\ {0} of a complement of
a point (and in fact of any complement of a closed disk). Hence, there is a natural
left ([g,-1 A)-module structure on [}, A see [Lu3}L-HA], [F1, Section 3] or [GTZ2,
Section 6.3] for details. Note that this left ( [q,_, A)-module structure is given by

a map
A®/ A%/ A — A
Snfl n (SnflxDl)L'[Dn Dn

induced by any embedding (S"~! x D') [[ D™ < D™ mapping D™ onto a subdisk
D(0,7) C D™ (for some radius r > 0) and S"~! x D! onto a sub-annulus included
in D"\ D(0, 7).

By Proposition [5.8] we get a natural A-E,,-module structure on A which relates
to the canonical A-FE,,-module structure of A as follows.

Lemma 5.12. The natural equivalence A = fDn A is an equivalence of A-E,-
modules.

Proof. Consider a framed embedding of D" < R™. Since D™ \ {0} is framed, the
result follows from [F1l Remark 3.26]. In fact, the proof of [F1l, Proposition 3.19]
applied to A and not the unit object of C = k-Mod., gives an equivalence of left
Jgn—1 A-modules between A viewed as an ( [g,_, A)-module and [, A. O

5.3. Application of higher Hochschild chains to prove Theorem For
E-algebras, Proposition [5.8 has a simpler and well-known (see [L-HAL [KM| [Fre])
form, see Theorem [5.13]below. In this section, we recall this result and then give an
independent proof using the formalism of factorization homology /higher Hochschild
chains.
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The following theorem is due to Lurie [L-HAL Proposition 4.4.1.4], [Lu2] and also
appeared independently in the work of Fresse [Fre].

Theorem 5.13. Let A be an Eo-algebra. There is an equivalence of symmetric
monoidal co-categories between the category A-ModP>~ of E, A-Modules and the
category of left A-modules (where A is viewed as an Ei-algebra). In particular:

o Any left A-module can be promoted into an E.-A-module (up to quasi-
isomorphisms)

e Any map f : M — N of left A-modules can be lifted to a map of Eoo-
modules (up to a contractible family of choices)

The theorem allows us to reduce the study of E..-modules on C*(X) to the
study of left modules on the (differential graded) associative algebra (C*(X),U),
for instance see §[5.4] Also, see Example [5.1§ and Remark for a more explicit
description of the lifts of left modules into F..-ones.

Remark 5.14. When A is an E.-algebra the categories of left and right mod-
ules over A (viewed as an Ej-algebra) are equivalent. Hence, one can replace left
modules by right modules in Theorem [5.13

The rest of this section is devoted to an alternative proof of Theorem [5.13| using
§ and higher Hochschild theory. We first start with the following analogue of

Proposition [5.8]

Lemma 5.15. Let A be an E-algebra. The category A-ModP>~ of Es-A-Modules
is equivalent as a symmetric monoidal (0o, 1)-category to the category of left modules
over the derived Hochschild chains C Hgo (A), viewed as an Er-algebra by forgetting
extra structure.

Proof. By Theorem there is a canonical equivalence |, gn A = CHgn(A) for
any n € N.

The maps of operad EY — Ef, | are induced by the maps R* = R’ x {0} — R**!
which, by restriction induces canonical maps S~! = §' N (Ri X {0}) — S, and,
by functoriality, maps ¢; : CHgi—1(A) — CHgi(A).

By Lemma (and Theorem [3.13), we get a commutative diagram

L s AModBrt 5 A-ModPnC 2 .C A-Mod®1

T :

. ——> CHgn(A)-LMod —2"> CHgn 1 (A)-LMod — ... —2% C'Hgo (A)-LMod

From Lemma [5.16] we deduce a natural equivalence
A-ModP> = lim CHgn (A)-LMod.
Mimicking the proof of [GTZ2, Lemma 5.1.3], we get a natural equivalence
lim (CHSO (A) = CHgi (A) — -+ — CHgn(A) — .. ) =y CHgw(A).

It follows that we have an equivalence CHge (A)-LMod — ligl1 CHgn(A)-LMod
n>

and the lemma follows. O
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Lemma 5.16. Let A be an E-algebra, then CHge (A) is canonically equivalent
to A as an Eo-algebra. In particular, there is a canonical equivalence

A-Mod®» = CHge(A) — Mod®"
for any n € {0,1,...,00}.
Proof. This follows from Theorem [3.28| since S* has a deformation retraction to a

point. O

The canonical map EY | — E® yields a natural functor A-Mod®» — A-Mod®»-1
for any F,-algebra A.

Lemma 5.17. Let A be an E.-algebra. Then A-ModF>= is the (homotopy) limit

A-ModP> = lim ( = A-Mod®n = A-ModPr—1 — ... = A-ModEl).

Proof. Recall that ES = col>i71n E® [Lu3, L-HA]. Since we have commuting restric-
tion maps A-ModP~ — A-ModEn (n € N), there is a canonical map

71 A-ModP~ —s ligr% A-Mod®n.

We want to prove that this map 7 is an equivalence. Given any F,-algebra A and an
E,-A-module M, the trivial extension A@ M has a natural structure of E,,-algebra.
The trivial extension functor M +— A @ M is a (natural in A) equivalence of oo-
categories between A-ModP» and E,-Alg /4 which, by naturality, commutes with

the restriction of structure functors A-Mod"» — A-Mod® -1 and E,-Alg /A =
E,_1-Alg,,. 1t follows that any object of li£n1 A-ModPr is equivalent to an object

of lig% E,-Alg, 4. Such an object is a (homojcopy type of) chain complex equipped
n_

with compatible E,-structures for all n > 1, thus is an E.-algebra. It is also
endowed with compatible augmentations of F,-algebras to A. Hence we get a map

p: i@g En—Alg/A — Ex-Alg )y

which is a quasi-inverse of the canonical map

T Eoo-Alg/y — izg E.-Alg,,

induced by the restrictions functors. The result now follows by applying the (quasi-
inverse of the) trivial extension functor. O

Proof of Theorem[5.13 The first statement follows from Lemmas and and
the last two statements are consequences of the first one. ([l

Example 5.18. Let A be an E-algebra and M be a left C Hgw (A)-module (here
CHg(A) is equipped with its canonical Ej-structure by restriction of structure
along the operad maps ) Since CHg(A) is in fact an E.-algebra, for any n €
{1,..., 00}, it is canonically equivalent to its opposite E,-algebra C Hg (A)°P. The
equivalence is explicitly given by the antipodal map S an goo (and functoriality of
Hochschild chains). Thus, there is a canonical structure of CHgeo (A) ® CHgoe (A)-
E-modules on CHg«(A). By restriction of structure, the map

CHgoo (A) 25 CHgoo (A) ® CHgoo (A)
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endows CHgw(A) with a right module structure over itself (viewed as an Fj-
algebra) which commutes with the C'Hge (A)-module structure induced by the
map

CHgw (A) 2 CHgw (A) @ CHgo (A).

This extra structure of C'Hge(A) endows the tensor product (of a right and left
module over C Hg= (A) viewed as an Ej-algebra)

CHs~(A) @cHgo (4) M
with a structure of E,,-module.

Remark 5.19 (Iterative liftings). One can lift any left A-module to an A-Eo-
module in the same way as in Example [5.18

By restriction of structure, any left A-module map between E..-A-modules can
be lifted to a map of E,-modules (for n € NU{oo}). For the sake of explicit compu-
tations, we now explain how to realize this concretely using the higher Hochschild
functor. Let M, N be E,-modules over A. By restriction of structure we get in
particular left A-modules structure on M and N. Let f: M — N be a map of left
A-modules.

The natural structure of A ® A°P-FE,-module structure on A also yields, by
restriction of strucgure, Proposition [5.8|and Lemma[3.13] a natural structure of left
A® (C’H gn—1 (A)) p—module on A where the left factor A is viewed as an E;-algebra
only.

It follows that, viewing N as left A-module only by restriction, Homa(A, N) is
endowed with a natural left C' Hgn-1(A)-module structure and further that we have
a natural isomorphism of left C'Hgn-1(A)-modules Homa(A,N) = N (given by
f = f(1)). We get similarly a left CHgn—1(A) ® A°?-module structure on A and
a natural equivalence of left C Hgn-1(A)-modules A®4 M = M (where the tensor
product is over A viewed as an Ej-algebra only).

We now explain how to lift f to an E,-module map (here n € {1,...,00}).
The canonical map D™ — pt being a homotopy equivalence, we get a natural quasi-
isomorphism CHpn (A) = A with quasi-inverse induced by the map sending a point
to the center of D®. The canonical map S"~! < D™ given by the boundary of
D™ gives a map of F-algebra CHgn-1(A) — CHpn(A) which, together with the
previous morphism, endow CHpn(A) with a structure of left CHgn-1(A) ® A°P-
module. We thus have a natural quasi-isomorphism (of chain complexes)

HomCHsnfl(A)(M, N) = Homen, ,(a) (A ®Ra M, HomA(A,N))
— Homep,, ,(a)(CHpn(A) ©a M, Homa(A, N))
= HomA(A ®CH57171(A) CHpn(A)®4 M, N))

where the last map is the canonical isomorphism

Y= (33 QCH 1 (A) Y ©am = (Y @a m)($))

where the sign + is given by the Koszul-Quillen signs rule.
Note that there is an equivalence of E-algebras A ®cm, ,a) CHpn (A) =t
C Hgn A which induces, by restriction, a quasi-isomorphism of left A ® A°P-modules
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(induced by the choice of two antipodal points on S™). We thus get a quasi-
isomorphism

Homa(A®cu., 4y CHpn(A)®a M,N)) — Homa(CHgn(A) @4 M,N))

sn—1

hence an explicit quasi-isomorphism

(31) Homew, ,(a)(M,N) —> Homa(CHgn(A) ®4 M, N)).

sn—1
The canonical map S™ — pt also yield a map of E.-algebras CHgn(A) — A,
which, by restriction of structures is also a map of left A ® A°?-modules. Hence;
we have a natural morphism

(32)  Homa(M,N)= Homa(A®a M,N) — Homa(CHgn(A) @4 M,N)).

Thus, for any n, we can lift the left module map f € Homa(M,N) to a map
of left CHgn-1(A)-module hence a map of A-FE,-module (by Proposition or
Lemma . Note that by Lemma the map CHg~(A) — A is a quasi-
isomorphism, hence the map is a quasi-isomorphism for n = co and the lift of
f is unique in that case. However, lift of f to E,-module maps are not unique in
general for finite n.

Remark 5.20 (CDGA case). When A is a CDGA (over a field), the Hochschild
chain complex C Hpn (A) is a semi-free module over C Hgn-1(A) (provided we choose
a simplicial model D7 for D™ and take D7 as a model for S"~1), and therefore all
equivalences involved in the maps and can be (quasi-)inverted by standard
homological algebra techniques. Note that when A = C*(X) is the algebra of
cochains for a topological space X, the map of E-algebras CHgn(A) — A can be
factorized as a map

CHgn(C*(X)) = C*(Map(S", X)) = C*(X)
where the last map is induced by the map X — Map(S™, X) that sends every
point in p € X to a constant map Cp : S™ — X defined as Cj(a) = p. Hence, in

the special case n = 1, we recover the construction of [ETV], which was done for
M = C*(X) and N = C,(X) only.

5.4. Poincaré duality as a map of F, -modules. We apply the results of the
previous sections to achieve an F.-lift of the Poincaré duality isomorphism for a
closed manifold.

Let C be an E-coalgebra and let CV = Homy(C, k) be its linear dual endowed
with its canonical F..-algebra structure; in particular, CV is naturally a E,.-C"V-
module. Similarly, the dual space (CV)V is Eo-C"-module. Note that C c (CV)V
has an induced E,.-C"V-module structure. If C' is an E;-coalgebra, then CV is an
F-algebra has well.

We recall the following standard definition of the cap-product

Definition 5.21. Let C be an E;-coalgebra. The cap-product is the composition

n:cveccvecec T o
where A : C — C ® C is the coproduct (given by the Ej-structure of C) and
(—, =) : CY ®C — k is the duality pairing. The cap-product of z € CV, y € C will
be denoted x Ny as usual.
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The cap-product map N : CV ® C — C allows us to associate to any cycle ¢ in
C, a map of left CV-modules Nc: CV — C, x — x Ne, called the cap-product by c.
Note that this construction only uses the underlying E;-coalgebra structure of C
(even if C' is an E-algebra).

Corollary 5.22. Let C be an Eo,-coalgebra. The cap product by ¢, CV RLN C, lifts
uniquely to a map of Eeo-modules p. : CV — C which is an equivalence if Nc is a
quasi-isomorphism.

Proof. The cap-product by ¢, denoted Nc : CV — C, is a map of left modules
over CV (seen as an Fj-algebra) because A : C — C @ C is an Fj-coalgebra
structure. It follows from Theorem [5.13| that the unique lift exists. If Nc is a quasi-
isomorphism, then it is an invertible element in Homev (CV, C) and thus its lift is
invertible in Home przo (cv)(CV, C) (see Remark for an explicit description of
the equivalence). O

We now specialize to the case where C' is the singular cochain of a space. Let us
recall the following definition.

Definition 5.23. By a Poincaré duality space, we mean a topological space X

together with a choice of cycle [X]| € Cyq(X) (for some integer d) such that that

cap-product C*(X) ] Cyq—+(X) by [X] is a quasi-isomorphism. The integer d is

called the dimension of X and denoted d = dim(X).

Example 5.24. An orientedlﬂ closed manifold M of dimension dim(M) (in the
usual manifold sense of dimension) is a Poincaré duality space of dimension dim(M).

Remark 5.25. By definition, the cap product by a class [X] is given by f +—
S F(X]W) [X]® (where we denote A([X]) := Y [X]® ® [X]® the coproduct).
It follows that the image x x (H*(X)) is a finitely generated sub k-module of H, (X).
Thus, if X is a Poincaré duality space, its (co)homology groups are finitely generated
(as k-modules).

Let X be a Poincaré duality space (for instance, an oriented closed manifold)
with fundamental class [X]. Recall that C,(X) is the singular cochains of X with its
natural structure of E-coalgebra (Example[2.6). Its linear dual C*(X) is endowed
with the dual E..-algebra structure. Then, by Corollary we have

Corollary 5.26. Let (X, [X]) be a Poincaré duality space. The cap-product by [X]
induces a quasi-isomorphism of Eo,-C*(X)-modules
(33) xx : C*(X) = C.(X)[dim(X)]
realizing the (unique) E-lift of the Poincaré duality isomorphism.
In other words, a Poincaré duality space X (in the sense of Definition [5.23)

gives rise to a canonical equivalence of E,-modules between its singular chains
and cochains.

Definition 5.27. Let (X, [X]), (Y,[Y]) be Poincaré duality space (of same dimen-
sion d = dim(X) = dim(Y)). A map of Poincaré duality space f : (X,[X]) —

20with respect to the homology with coefficients in the ground ring k
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(Y,[Y]) is a map of topological spaces f : X — Y such that the following diagram

is commutative
« Nn[x]
C*(X) — Cu(X)[d]

f*I N |

CH(Y) —= C.(Y)[d]
in C*(Y)-Mod=.

Example 5.28. Let f : M — N be a continuous map between oriented smooth
manifolds such that f.([M]) = [N]. Then f induces a map of Poincaré duality
spaces.

6. CENTRALIZERS

Given any map f : A — B of E-algebras, by Theorem there is a natural
E,-algebra structure on CHS" (A, B). On the other hand, for a map f: A — B of
E,-algebras, Lurie [[-HAJ [Lu3] constructs an E,-algebra 3(f). We prove in § [6.3]
that CH®" (A, B) is equivalent to 3(f) as an E,-algebra. This will be a corollary
of a more general construction for F,-Hochschild cohomology. Indeed, Hochschild
cochains modeled on spheres CHS™(A, B) is a special case of E,,-Hochschild coho-
mology HHg, (A, B) of A, B viewed as E,-algebras, see § In Section in
the general case of a map f: A — B between E,-algebras, we will give an explicit
E,-algebra structure on HHg, (A, B) , similar to the one obtained in Section
We then prove that HHg, (A, B) is equivalent to 3(f). We will apply these results
to the case A = B, i.e., to get solutions of the (higher) Deligne conjecture in §[6.4]

6.1. E,-Hochschild cohomology and Hochschild cohomology over S™. There
is an (operadic) notion of cohomology for E,-algebras closely related to their de-
formation complexes, see [F1 [KS]. We start with the following definition.

Definition 6.1. Let M be an E,-A-module over an FE,-algebra A. The E,-
Hochschild complex of A with values M, denoted by HHg, (A, M), is by defi-
nition (see [F1]) RHom% (A, M). Here RHom%" denotes the hom space in the
(00-)category A-ModF» of E,-A-modules.

In particular, if A is an F,,-algebra with m € {n,n+ 1 ...,00} (for instance a
CDGA), we can define the E,-Hochschild complex of A HHg, (A, A).

In the case where A is an E-algebra, its E,-Hochschild complex can be de-
scribed by higher Hochschild cochains over the n-dimensional sphere S™:

Proposition 6.2. If A is an Ey-algebra and M an E.-A-module, there is a
natural equivalence

HHe, (A,M)=CH (A, M),
where CHS" denotes the derived higher Hochschild cochain functor.

Proof. Given left modules M, N over an Ej-algebra R, we write RHoml;ft (M,N)
for the hom space in the (o0o,1)-category R-LMod of left R-modules. By Propo-
sition there is an equivalence of co-categories A-ModPr = ( /. gn—1 A)—LM od
where fS"fl A is the factorization homology of S”~! with value in A. Here, S"~ ! is
endowed with the n-framing induced by the natural embedding S?~! < R™. Thus
we have a sequence of natural equivalences
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HHEn(AaM)

RHom%' (A, M)

RHomlffnt LA M)

RHom'{" A(/ A,M)

RHom”f o (CHpa(A), M)

1%

1

1%

1

le
RHom!¢/* (C’HDn (A) . ) A M)

=~ RHom“™" (CHgn(A), M)
~ CHS" (A,M).
Here we are using the natural equivalence of E,,-A-modules || pn A S5 A (Lemma .
Note that, by Theorem when A is further an E..-algebra, we get a natural

equivalence of Ei-algebras [, ,(A) = CHgn-1(A) and by Theorem a natural
equivalence of Eo,-algebras CHgn(A) =2 CHpn(A) ®H5,HSH71 A O

Remark 6.3. Let A, B be E,-algebras and f : A — B an FE,-algebra map so
that B inherits an A-FE,-module structure. By Definition Proposition and
Lemma [5.12] we have natural equivalences

HHg,(A,B) = RHom%' (A B) o RHomleft / /

S" lA

6.2. The E,-algebra structure on &,-Hochschild cohomology HH¢ (A,B).
In this section, we construct an explicit E,-algebra structure on the &,-Hochschild
cohomology HH¢ (A, B) of an E,-algebra A with value in an E,-algebra B en-
dowed with an A-E,-module structure given by a map A — B of F,-algebras.

We fix a map f : A — B of E,-algebras and we endow B with the induced
A-FE,-module structure so that we have F,-Hochschild cohomologyﬁ HH¢ (A, B).

Recall from Section (and [Lu3l, [L-HA]) that giving an E,-algebra structure
to HHe (A,B) 2 RH om (A B) is equivalent to giving a structure of locally

constant factorization algebra on D™ whose global sectio are RHom5 A (A B)
That is, we need to associate to any disk U C D™ a chain complex H Hg, (A, B) (U)

naturally quasi-isomorphic to RH om’, A (A B) equipped with natural chain maps

from
(34) pu,....v,v HHe, (A, B) (U)) @ ® HH, (A, B) (U)) — HHe, (A, B) (V)

for any pairwise disjoint (embedded) sub-disks U; in a bigger disk V.

Let A, B be the underlying locally constant factorization algebras on D™ asso-
ciated to A and B given by Theorem [2.29] and still denote f : A — B the induced
map of factorization algebras. In other words:

we assume from now on that A, B and [ are given by locally constant factoriza-
tion algebras as in Section[2.7)

2lwhich depends on the map f : A — B even though it is not explicitly written in the notation
22,1’.6,, its factorization homology over the whole disk D™
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V

FIGURE 1. The factorization algebra map A}y, — B}y obtained by
applying the relevant maps of modules g1, g2, g5 (viewed as maps
of factorizations algebras) and the E,-algebra map f: A — B on
the respective regions

Similarly, given any map of A-F,-modules g : A — B, by Proposition [5.6] we
can assume that g is given by a map g : A — B of (stratified) factorization algebras,
as well as, by Proposition a map of (left) [, , A-modules g: [, A— [, B.

Remark 6.4 (Sketch of the construction). We first sketch the idea of the construc-
tion. For any sub-disk U;, we can think of HHg, (A, B) = RHom%' (A, B) as the
space of stratified factorization algebras maps on the disk U; (with a distinguished
point #*;, see Proposition . Hence, given g1,...,9¢ € HHg (A, B), we define
the structure map puy,.. U v (915 -, ge) to be the factorization algebra map
which, to any sub-disk D inside a given U; associates g;(D) and, to any disk D
inside (a small neighborhood of) the complement of the U;’s associates f(D). The
family of those disks is a basis of all disks inside V, so that such a rule does define a
factorization algebra map, which underlies a map of A-E-modules (see Remark.
This is roughly described in Figure

We now construct the locally constant factorization algebra on R™ we are looking
for.

6.2.1. Step 1: the underlying chain complexes. For any open subset U, the restric-
tions Ay, Bjy are locally constant factorization algebrag™|on U, and fiy : Ay —
By a factorization algebra morphism. Thus, if U is a disk™% A(U) (= [;; A) is an
Ep-algebra and fiy = [, f makes B(U) = [, B an A(U)—En—modulﬂ In partic-
ular, given any point *y in U, the restrictions Ay, Bjy are canonically stratified
factorization algebras on the pointed disk U and further define canonical objects in
FaclUC*U Ay Facl®"®* see Definition

*U

23quasi—isomorphic to A and B by definition

24¢hat is an open set homeomorphic to a disk

25in this section we will write fU A for A(U) viewed as an Ej,-module over itself and reserve
the notation A(U) when we think of it as an En-algebra
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Thus to any open disk U, we can associate the following object of k-Mod
- En
(35) RHom’ (4,B)(U) = RHomA(U)(/UA,/UB

Note that RHom® (A B) (U) is pointed since our starting map of F,-algebras
f: A — B induces a canonical element [, f € RH om4 (A B)( ).

6.2.2. Step 2: the structure maps. By Proposition [2:28] we only need to construct
the factorization algebra RHom?" (A, B) (U) on the basis of opens subsets CVX

consisting of all bounded open convex subsets of D™. The basis CVX is stable by
finite intersection and a factorizing cover. Note that if U € CVAX with center *y,
then (see Remark

_ left
RHom’y (A, B) (U )—RHome\{*U}A(/UA,/UB

which is the mapping space between the associated stratified (in xy) factorization
algebras Ay, By corresponding to the module structures of fU A, fU B as given
by Proposition

For pairwise disjoints disks Uy, ..., U, € CV& included in a larger disk D € CV X,
we define the structure map

(36)

RHomy (A, B) (1)@ RHomy (A, B)(U,) """ RHom (A, B) (D)
as follows. Denote *1,...,%*,., the respective centers of the U,;’s. First we use
Ui, ..., U, to define the cover Uy, .. u, v consisting of all opens V' in D which

e cither do not contain any *;: V.C D\ {*1,...,%.},

e or else is included in one of the U; and is a neighborhood of *;.
Maps of factorization algebras over D are uniquely determined by their value on
Uy,,...u,,v since it is a factorizing cover of D. Let be given maps g; : f\Di A —
f\Di B of (left) A(U;)-modules (i = 1...7) and also denotes g; : Ajp, = Bp,
the induced maps of stratified (at the point x;) factorization algebras. We define
pUy,...U.,D (915 -+, gr) on an open V € Uy, .. u,,v by:

| fiv ifVCD\{*1,..., %}
(37) PU4,...,U.,D (gla cee 7gr)|V = { gi‘v if % €V CU.

Lemma 6.5. The rule V. — py, . .v,.p(91,...,9:)v (given by Formula (37)),
defines a map of factorization algebra.

puy,...u.D (g1, ., 0r) € Mappachwes (Ap,Bip)-

Proof. First we check that py, . uv..p(91,...,9) defines a factorization algebra
map. Since Uy, ... v, v is a factorizing cover of D, we only need to check that it is
compatible with the structure maps of A and B. If all opens involved lies either in
D\ {*1,...} or contains a same point #;, then the result is immediate since f and
g; are maps of factorization algebras. Now, assume *; € V C U; and that there
are pairwise disjoint opens Vi,...,V; C V (at most one of them can contain ;).

26 where Fachc "% is given by Definition
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Since g; comes from a map of E,-A-modules (with module structure induced by f),
iy, = Jlvi whenever Vi, does not contain ;. It follows that the following diagram

Q1.0 AVi) A(V)
Q1.4 PUL,....Up,D (g1,-~~79r)vki igi
PVy,..., Vy,V
=1, B(Vk) - B(V)
is commutative, hence py, . v, p (91,--.,9r) is a map of (pre-)factorization alge-
bras. 0

Lemma 6.6. The induced (by Lemma map

is a map of A(D)-E,-modules.

In particular, we define the map to be the global section [, pu,....v,.p (91, -, gr)
of the maps defined by formula ([37).

Proof of Lemma[6.6, Passing to the global section in Lemma [6.5, we have the map
pUs,..0,.D (915 - -, gr) (D) : A — B and we need to prove that it is a map of A(D)-
E,-module. By Proposition [5.8] it is equivalent to prove that the induced map
Iprui..v.0(915---,90) + [p A = [, B is a morphism of left [, , A-modules
(where the module structure is induced by f). Let D be a closed sub-disk of D
containing Uy [[ - - [[ Uy The open sub-set D\ D 22§71 x (0,¢) lies in the com-
plement (in D) of the U;’s. Since fS"71 A is the section fsn,l A= A(S”_1 x (0, e’))
(Theorem, we are left to prove that the map py, ... v..p (91, ., 9r) restricted
to D\D =~ §7=1x(0,¢€) is equivalent to f. This is an immediate consequence of the
fact that D \ DcD \ {*17 ey *z} and (PUl,...,U“D (91, C 7gr))\DCD\{*17---7*i} = f
as given by construction . O

Remark 6.7. Let us consider the case of the inclusion of the empty set () inside a
disk D. Unwinding the definition of the structure map

po.p k= RHom (A, B) (0) — RHom (4,B)(D)
we see immediately that py p(1) = fD f, in other words 1 is mapped to the base

point of RHom® (4, B) (D).

A straightforward computation also shows that

powen([ £ [ £)= [ 1

6.2.3. Step 3: the global structure. The cochain complexes U — RHomi" (A, B) (U) =

H omi{l(U)< Jo A [y B) are equipped with the structure maps (36 (given by for-

mula and Lemma [6.6). These maps assemble to form a locally constant factor-
ization algebra over R”, yielding an E,,-algebra structure to RH omi" (A, B). This
is the content of the following result:
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Theorem 6.8. Let f: A — B be a map of En—algebraﬁ.
(1) The structure maps PUL,... U v (given by step 2 above) make U —
RHomi" (A, B) (U) a locally constant factorization algebra on R™ whose

global section are naturally equivalent to RHomi" (A, B).

(2) In particular HHg, (A, B) = RHom?" (A, B) inherits a natural E,-algebra
structure (with unit given by f).

(3) Let g: B— C be another map of En-algebmsﬂ. The (derived) functor of
composition of E,-modules homomorphisms

RHom%" (A, B) ® RHom% (B,C) — RHom%" (A, C)

is a homomorphism of En—algebmﬁ.
(4) Let h: C — D be an E,,-algebra map. The canonical map

RHom%' (A, B) ® RHomZ (C, D) — RHom%,(A® C,B® D)
is a homomorphism of E,-algebras.

The naturality (in B) of the E,,-algebra structure of RH omi" (A, B) means that,
given a morphism ¢ : B — B’ of E,,-algebras, the induced map

¢« : RHom% (A, B) — RHom% (A, B') (given by g+ ¢ o g)

is an E,-algebra morphism. Here, the A-module structure of B is of course given
by the E,-algebra morphism ¢ o f : A — B’. Similarly, the naturality in A means
that, given a morphism v : A’ — A of E,,-algebras, the induced map

Y. : RHom%' (A,B) — RHom%; (A',B) (given by g+ go)
is an E,-algebra morphism.

Proof of Theorem[6.8 Since the global section F(R™) of a locally constant factor-
ization algebra F on R™ is an E,-algebra (Theorem , the second statement is
an immediate consequence of the first one.

We now prove the first one. Proposition implies that we need only to check
the axioms of a locally constant factorization algebra on the basis of opens CVX.

First we prove the naturality of the structure maps with respect to the
inclusion of open convex disks (in other words we check the prefactorization al-
gebra axiom). That is we need to check that for a family of pairwise disjoints
disks Uy, ... U, € CVX inside a disk V € CVAX and families Wf e ij of pairwise

disjoints convex disks inside U; (for j =1...7) we have

(38) PUL,... UV (pr,...,Will,Ulv'~~7pW1T,-~7WiTT7Ur> = Pwll,...,W;I,...,W{,...,W;;,V-

We write respectively *; and *2] for the centers of the U;’s and WZJ ’s. Recall
that the structure maps in the above identity are obtained by applying the
construction on the relevant opens subsets. Thus the right hand side of
is the global section of the map of factorization algebras which is equal to ggk on a

open Wfk which contains *{k and f on opens lying in the complement of *;,.
27which we may assume to be given by a map f : A — B of factorization algebras, see §
28which we may assume to be given by a map g : B — C of factorization algebras, see §
29%he left hand side being endowed with the FE,-algebra structure induced on the tensor

products of Ej-algebras and the A-module structure on C being given by the Ej,-algebra map
gof:A—=C
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To evaluate the left hand side, we first define a specific cover of V' as follows.
For each U; (i = 1...r), we choose a convex closed sub-disk of U; which contains
each W; and x;. We write col; for its complement in U;. Then, we have a cover
of V given by the U;’s and Uy = V \ (II/_,(U; — col;)). The left hand side of
identity is determined by its restriction on the cover (see §[2.4)and [CGl[G2]).
By construction , the map PUL,.. UV (U, is equal to fiy,. Let i € {1,...,7}
and D be an opens in U;. If *; eDC W;, by construction , the composition

PU, ..U,V (pwll,...,W}17U1 (9152 98)s s pwy, o wr U, (915 792)) lD(V)

on the open V is given by g : Ajwr = By, that is, is equal to [ 9% While
if D C U\ {#},...,%}}, then this composition is equal to [i, f. Note that the
composition agrees with the map induced by f on the intersection of the U;’s with
Uy. It follows that the left hand side of identity is the unique factorization
algebra map which coincides with g% on each open subset of W} containing *’
and coincides with f on opens which do not contains any *3 It is thus equal to
the right hand side of . We have proved that the structure maps py, .. v, v
satisfies the associativity condition of a prefactorization algebra. They also satisfy
the symmetry condition since they are independent of any ordering of the opens
Uy,...,U,.

It remains to check that U +— RHom?" (A, B) (U) is locally constant. Since the

factorization algebras A and B are locally constant, the natural maps |, gA = fv A
and fU B — fv B are equivalences for any embedding U <— V of a disk U inside a
bigger disk V. By definition we have

RHom'y (A,B)(U) = Hom, ( /U A, /U B),

Homi"(v)</vA7/VB).

By definition, for any g € RHomi" (A, B) (U), the map

pUV Homi’”(U)</UA7/UB> —>Homi“(v)(/vA7/VB)

applied to g is induced by a map of factorization algebras pyv(g) : Ay — By
whose restriction to U is just g. It follows that the following diagram is commutative

R

RHom (A, B) (V)

I

pu,v(9)

Jv 4 v B

NT TN

g
JoA——=JyB

for all g € RH omi" (A, B) (U ) Since the vertical maps are equivalences and inde-
pendent of g, it follows that py v : Homi”(U) ( T A [y B) — Homi"(v) ( v A [y B)
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is an equivalence. Note in particular that, taking V' = R", we have canonical equiv-
alences

RHomy (A, B)(U) = Hom% /U A, /U B)

o Homin(R”)(/Rn A, /n B) =~ RHom?" (A, B)

for any disk U in R".

A map of E,-algebras g : B — C induces a canonical object in RH om‘]g," (B,0)
given by g itself. Thus the naturality of the E,-algebra structure (claimed in as-
sertion (2)) is in fact a consequence of the assertion (3) in the Theorem (that
we will prove below). To finish the proof of claims (1), (2) in the Theorem we

need to see that the canonical element f € RH omi" (A, B) is a unit. Indeed, let
Ui,...,U,,V be a finite family of pairwise disjoints convex disks inside a bigger

bounded convex open set D, and g; € RHom%' (A, B)(U;) (i = 1...7). Denote
x1, ..., %, %y the respective centers of U;’s and V. Let also f € RHomi" (A, B)(V)
be the canonical element induced by f. By definition (see construction )
puy....U.v.p (g1, -, gr, f) is the factorization algebra map whose values on any
open subset W C V'\ {x1,...,%,, xy} is given by (the restriction to V of) f, whose
value on any open subset x; € W C U, is given by g; and its value on xy,y €¢ W C V
is again given by f. It follows that this map is equal to f on all V' and thus we get

puL,...Uv,D(91, -5 9r, [) = pus,.. U D(G15 - Gr)-

This proves that f is a unit for the E,-algebra structure of RH omi" (A, B).

We now prove statement (3). Since the B-module structure of C is given by the
E,-algebra map g : B — C, the (derived) composition of maps RHomi" (A, B) ®
RHom%" (B, C) N Homymod,, (A7 C’) naturally lands in RHomi" (A, C), where
C is endowed with the A-module structure induced by the F,-algebra morphism
go f: A — C. Since the tensor product of E,-algebras is induced by the tensor
products of (locally constant) factorization algebras, it remains to prove that, for
any family Uy, ..., U, of pairwise disjoint open disks included inside a bigger disk
D, the following diagram
(39)

T é ° T
(RHOmS (A, B)(Us) @ RHomSy (B,C)(Uy)) = ® RHomS (4,C)(U7)

®2
PUl ,,,,, UT,D\L lpul,,.,,ur,p

RHom%' (A, B)(D) ® RHom% (B, C)(D) —>—= RHom%" (A,C)(D)

i=1

is commutative in k-Mod,,. Let be given ¢; € RHomi“ (A,B)(Ui) and 1; €
RHom%‘ (B, C’) (Ui). We keep denoting ¢; : Ajy, — Bjy, and ¢; : By, — Cjy, the
induced maps of factorization algebras. The result of the two compositions in dia-

gram (39), namely pu,,....v,.0(¥1, ..., %) 0 puy,..v..0(01,...,¢r) and pu,...u,, Do
(®§:1 ;0 qbi) are both global sections over D of factorization algebras morphisms.



HIGHER HOCHSCHILD COHOMOLOGY, BRANE TOPOLOGY AND CENTRALIZERS 59

It is thus enough to prove that the underlying diagram of factorizations algebras

PUL,....Up,D (®2=11[1i0¢i> D
/\
\—/

PUL . Up, D ($1505%0) | 5 0PUL U, D (D150 ¢0)

(40) Ap Cip

is commutative (here the structure maps are given by construction )

It is sufficient to prove the result on the stable under finite intersection factorizing
basis Uy, u,.p given in step 2 (§ . The upper arrow in diagram is
simply the factorization algebra map which is equal to ¥; o phi; on any open subset
*; C W C U; and is equal to go f for any other W € Uy, .. v,..p. On the other hand
the lower map in diagram is the composition of two factorizations algebras
maps: one of which being given by ¢; on any open subset x; C W C U; and f
on any other W € Uy, .. v, p; while the other one is given by ; on any open
subset *; C W C U; and g on any other W € Uy, ... v, p. The commutativity of
diagram follows on Uy, ,...u,,p and thus diagram also commutes.

It remains to prove statement (4) in Theorem which is almost trivial: let
h : C — D be an FE,-algebra map and denote C, D the associated factorization
algebras on R". By [L-HA| Theorem 5.3.3.1],

A%/A@/A
Uuv U v

for any E,-algebra A and disjoint open sets U, V. Thus, the factorization algebra
associated (in Proposition to A® C is given by U — A(U) ® C(U). For any
pairwise disjoints open convex disks Uy, ..., U, included in a bigger convex disk
V € D™, and maps g; € RHom%' (A, B)(U;), g, € RHom& (C, D)(U;) (i=1...7),
the map

PUL ..UV ((g1®- @)@ (g1®- - -®g;)) € (RHomjn (A, BY@ RHom%; (C, D)) (V)
=~ RHom% (A, B)(V) ® RHom% (C, D)(V)

is the map obtained as the global section of a map of factorization algebras
pvrvey (@ @g) @ (g @@ 92)>|V Ay @ Cy = By @ Dy

as constructed in § In particular, for any ¢ € {1,...,r}, its value in any
open subset x; € W C U; is given by the map g; ® g; : Ajy, ® Cly, = Bju, ® Dy,
Further, its value on any other open subset W € Uy, ... v, v is given by fjv @ gjv
(here we use freely the notations introduced in § to define the structure maps
PUl,...,U,,.,V)-

Hence, the map pUl,,,_,UT,v<(g1 R ® gT) ® (91 ®R - ® g;)>|v identifies, on

(the factorizing and stable by finite intersection) cover Uy, .. v, v, with the map

.....
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obtained by evaluating the composition
( &R RHomS (4, B)(Ui)) ® ( & RHomE: (C, D)(Ui))
i=1 i=1

— Q) RHom%, (A ® C, B @ D)(U)
i=1
P RHomS, 0 (A® C,B® D)(V)
at the tensor product (91 ®-- ~®gr) ® (gi ®-- ~®g;). This proves that the canonical
maps

RHom%' (A, B)(V) ® RHomZ (C,D)(V) — RHom%y(A® C,B® D) (V)
assembles into a map of factorization algebras and, consequently,
RHomY (A, B) ® RHomZ (C, D) — RHom%,(A® C,B® D)
is a homomorphism of F,,-algebras. U

Remark 6.9. The E,-algebra structure given by Theorem[6.§is in fact the solution
of a universal property as will be given by Proposition below which identifies
HHg, (A, B) with the centralizer of the map f: A — B.

Example 6.10. Assume n = 1, then
HHg, (A, B) = RHom% (A, B) = RHom|_ 4(A, B) = RHom g a-» (A, B)

is the standard Hochschild cohomology of the algebra A with value in the algebra
B. 1t is straightforward that the Ei-structure given by Theorem is induced on
the standard Hochschild complex by the usual cup-product [Gel.

Example 6.11. Assume A = k the ground ring and let f : kK — B be the unit
map. We have a canonical equivalence RH omi" (k,B) = B in k-Mods. This
equivalence is in fact an equivalence of En-algebmﬂ Since f : k — B is the unit
map, it is immediate from the definition of the structure maps (41f) to check that
the locally constant factorization algebra structure of RH omi"(k‘, B) is the one of
B, the locally constant factorization algebra on R™ associated to B (in §.

Remark 6.12. Since the factorization algebra constructed by Theorem [6.8] is lo-
cally constant, in particular, its value RHomi" (A, B)(U) on any (non-necessarily

convex) disk U is RHomi”(U) (fU A, B) as asserted in step 1 (§6.2.1).

One can describe directly the structure maps py,,....v,,p associated to pairwise
disjoint subdisks Uy, ..., U, of a disk D (that is without further covering them by
convex subsets). This can be done as follows. First, we use Uy, ..., U, to see the
factorization algebra A restricted to D, denoted A|p, as obtained by gluing together
r + 1-factorization algebras on D (see § and [CG]). Note that the A(U)-E,-
module structure on |, A allows us to see Ay as a stratified factorization algebra on
U with a closed strata given by a point *; (or a sub-disk); different choices of points
leads to canonically equivalent A|-modules structures. We can choose a collar ¢;
in the neighborhood of the boundary (in D) of each U; such that ¢; & S"~1 x (0, ¢)
for a homeomorphism induced by a homeomorphism U; 2 D"; for instance we just

30where the left hand side is endowed with the Ey,-algebra structure given by Theorem



HIGHER HOCHSCHILD COHOMOLOGY, BRANE TOPOLOGY AND CENTRALIZERS 61

choose ¢; to be the complement of the point *; € U; (or a suitable sub-disk). This
way we get a connected open set
-
Ua =D \ (H(Ul — COli))
i=1
(the notation 0 is meant to suggest that Up is the boundary of [[U; in D; below
we will sometimes refer to it using this terminology). By definition, the U;’s and
Us cover D, hence the factorization algebra Ajp is obtained as the gluing of the
restricted factorizations algebras Ay, ..., Ay, and Ay, .
Let be given maps g; : f‘DiA — lei B of (left) A(U;)-modules (i = 1...7)
and also denotes g; : A|p, — Bjp, the induced maps of (stratified) factorization
algebras. We also denote fs : Ay, — By, the restriction of f : A — B to Up.

Lemma 6.13. The family (g1,...,9-, fa) of maps of factorization algebras glues
together to define a map

puL,...u.,D (915 -+, 9r) € RHom(A|p, B|p)

which is independent in k-Mody, of the choices (of collars) involved. Further, on
global sections, the induced map [ pu, .. v, .p(91,---,97): [ A— [, B is a map
of A(D)-E,-modules. The induced map

(41) pus,..v,.p : RHom (4, B) (Uh) @+ & RHom (A, B) (U,)
— RHom'y (4, B) (D)
is the map given by the factorization algebra structure of Theorem[6.8

Proof of Lemma[6.13 Note that all triples intersections in the family (Uy, ..., U, Us)
are empty and that the only non-empty intersections are those of the form U;NUy =
col; =2 S" ! x (0,¢). Hence, by definition of the gluing of factorization alge-
bras, we only have to check that the maps g; and fy are equivalent on A|y,nv,)-
By assumption, the map g; : [, A — fUi B is a map of A(U;)-modules. Then
Proposition (and Theorem implies that the map of factorization algebras
i+ Ajcot; = Bjcor, 1s equivalent to the map induced by the A(U;)-module structure
of fUi B = B. Since this module structure is given by f : A — B, it follows that

(gi)‘coli is equivalent to (fa)‘coli. Hence the collection (g1, ...,¢r, fo) assembles

to give an object in RHom(A|p,B|p). Further, we also just proved, that for any
choice of collar col} in the disk U;, the value of g; on Ay, is given by f. It is thus
independent of the choice of the collar. In order to check it induces the same map
as Theorem [6.8] it is sufficient to check that the underlying maps of factorizations
algebras agrees. For this, it is further sufficient to do it on the cover of D obtained
by taking only convex open subsets which are required to belong to either one of
the U; or to Uy, for which the result follows by definition. O

6.2.4. The parametrized factorization algebra structure on Hochschild cohomology
of E,-algebras. The E,-algebra structure given in Theorem is given by a fac-
torization algebra structure (by Theorem . In view of Proposition m it can
also be obtained as a parametrized locally constant factorization algebra (see Defi-
nition [2.24), that is a locally constant algebra over the operad N (Disk(M)). This
structure is rather easy to describe as we now explain.
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Let f : A — B be an E,-algebra map. As before we may assume that the map
is induced by a map f : A — B of locally constant factorization algebras over R™.
From Definition we see that we need to associate to any open embedding
¢ : R™ — R™ a chain complex HH¢, (A, B)(¢). We set

(42) HHeg, (A, B)(6) := RHom|zny, (A, B)(U) %’RHomlE:A< /U A, /U B)

where OU := QS(R” \ D(0, 1)) is the image by ¢ of the complement of a closed
(bounded) Euclidean disk centered at 0. Note that any different choice of radius
yields canonically equivalent chain complexes since A, B are locally constant.

Now, we need to define structure maps associated to any open embedding h :
[T;—, R™ — R™ such that ¢po h = [[\_, ¢; : [[\_; R” = M. The structure map

Pbrirw : HHe, (A, B)(¢1) ® -+ ® HHg, (A, B)(¢;) — HHe, (A, B) ()

is defined exactly in the same way as in Remark and in particular Lemmal[6.13}
Here, we can use the canonical collars given by the complement of a disk centered at
0 inside each disk R™. Then, using this slight alternative definition of factorization
algebras, one proves (in a similar way) the obvious analogue of Theorem A
proof similar to the one of Theorem yields

Proposition 6.14. Let f : A — B be a map of En—algebm@.

(1) The structure maps Pl make U — RHom% (A,B)(¢) a lo-
cally constant parametrized factorization algebra on R™ whose global section

are naturally equivalent to RH omi" (A, B>,

(2) This parametrized factorisation algebra is equivalent to the one of Theo-

rem under the equivalence of Proposition [2.25
(3) the composition and tensor product of endomorphisms are maps of (locally

constant) parametrized factorization algebras.

6.2.5. The case of Ey-algebras again. If f: A — B is a map of E.-algebras, then
Theorem and Proposition give an FE,-algebra structure to CHS" (A, B). The
latter has also an E,,-algebra structure given by Theorem[4.12] The following result
shows that these two structures are the same.

Proposition 6.15. Let f : A — B be a map of Ey-algebra and let B be en-
dowed with the induced A-Eo-module structure. Then the natural equivalence
HH¢, (A,B) = CH®" (A, B) given by Proposition is an equivalence of E,,-
algebrad’9|

Proof. The proof of Proposition [6.2] shows that we have equivalences
(43)

~ left ~ left
HHg, (A,B) = RHomfsnilA(/nA,B) = RHomSy | (a)(CHpr(A), B)

~ En
= Homgly, . (a) (CHp=(A),B).
3lwhich we may assume to be given by a map f : A — B of factorization algebras, see §

32where the left hand-side is the FEn-algebra given by Theorem and the right hand side is
the E,-algebra given by Theorem
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By Theorem E we have natural (in spaces and Eoo—algebras) equivalences [, A =
CHy (A) and, by the value on a point axiom in Definition a canonical equiva-
lence CHy (B) = B. We can thus define a rule U +— HomCH 4 (CHy(A), B) and
structure maps (for Us, ..., U, pairwise disjoints convex opens included in a larger
bounded convex open D)

(44) pu,.. U.D: Homé"HUl (1) (CHu, (A), B) @ - ® Homy 4 (CHu, (A), B)
— HomgnHD(A) (CHp(A), B)

defined exactly as the structure maps (36)) (in step 2, § 2) for RHom’ (A, B)(U).
Then the proof of Theorem [6.§| apphes mutatis mutandzs to prove that U —

HomCH (4) (CHU( ), B) is a locally constant factorization algebra on D™ and
further, that the equivalences

HomA"(U) / / Hom Ter A)(C’HU(A) B)

(induced by Theorem [3.13]) are equivalences of factorization algebras.

Now, for any collar U = S"~1 x (0, ¢) inside a disk U, we have natural equiva-
lences

Il

HoménHU(A) (CHU (A>7 B) RHomleft (CHU (A)7 B)

o(4)
RHoma (A, RHom{l, 4 (CHy(A), B))

1

I

RHomA(CHU(A) G A B)
CHpy (A)

~ RHoma (CHU/aU(A), B) = CHY/9Y (4, B)

where the last equivalences are by the excision axiom (Definition[3.25) and definition
of Hochschild cochains. Recall from the proof of Proposition that, for U =
D", the above equivalences and the equivalences are precisely the natural
equivalence HHyg, (A, B) = CH®" (A, B) of Proposition Hence, we are left to
prove Proposition replacing HHe, (A, B) with CH®" (A, B) endowed with the
E,-algebra structure given by the locally constant factorization algebra structure.

By functoriality of Hochschild chains, we have natural maps of E-algebras

45) RB= ® CHy,(B) = CHy:_ v,(B) Y= 25" cHy(B)~ B
i=1
Further, we have pinching maps D el g i (Ui /3Ui) obtained by col-

lapsing D\ (U;_, U; \ 9U;) to a point. By functoriality of Hochschild cochains, the
pinching maps yield a map

(46) ®C’HU1 ~ CHy, v, (4) "% el
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Using the last two maps, we get the composition

T

(47)  QRHom¢, (4 (CHu,(A), B) — RHomg;_, 4((X) CHu,(4), Q) B)
i=1 i=1 i=1

— RHomgy; | 4((X) CHu,(A), B) = RHom(CH, A), B)
i=1

T, (Ui/an)(
— RHomA(C'HV(A), B)

where the last maps are respectively induced by the map , Lemma and the
map . Using the homotopy invariance of Hochschild cochains and unfolding
the definition of py, ... v, p, we find that the structure map is transfered to

the above map under the natural equivalences RH omlcegw( 4) (CH v(4), B) =
CHY/%Y (A, B) (where U is any disk in D™). Note that when the U; are cubes in

Cn(r) and D is D™, the composition of the map with the equivalence

(®cr"(A4,B)) = QRHomS | (4 5)(CHb(4), B)
i=1 i=1

= RHomlce{qt@Ui (1) (CHy,(A), B)
=1

d Qr d
is the pinching map pinchga ,(c) : (C’HS (A, B)) — CH®" (A, B) (where
¢ is the cube associated to the U;’s). Now, thanks to Theorem and the defi-
nition of the factorization algebra structure on U +— H omé"HU( A (CHy(A), B), we
can apply Lemma below which implies that the two FE,-algebra structure on

CH?®" (A, B) (given by Theorem and the one introduced in this proof by the
structures maps (47)) are equivalent. O

Lemma 6.16. Let A € k-Mods, and assume that

(1) A has an C,-algebra structure, i.e., an E,-algebra structure given by an
action of the chains little n-dimensional cube operad.
(2) There is a locally constant factorization algebra A on R™ (identified with the
open unit cube) together with an equivalence o : A(R™) = A (in k-Mods, );
which thus induces another E,-algebra structure on A.
Assume further that the two structures given by (1) and (2) are compatible in the
following sense: for any configuration of cubes c € C,(r), the following diagram

(48) A®T fe A

&i_1 pope; k7 T T@

Aler) © -+ @ Aler)

(where we denote ci,...,c. the configuration of cubes defined by ¢ = (c1,...,¢p),
e is the structure map given by the operadic structure and py, ... v, v the structure
maps of the factorization algebra structure), is commutative in k-Mody, .

Then the two E,-algebras structures on A defined by (1) and (2) are equivalent
(in E,-Alg).
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A similar statement holds with E, -coalgebra structure instead of E,-algebra
structures.

Proof. The statement for coalgebra follows mutatis mutandis from the one for al-
gebras; we only prove the last one.

The E,-algebra structure defined by (1), that is by the action of the little n-
dimensional cube operad on A yields a locally factorization algebra A’ on R™ which
is equivalent to the E,-structure given by (1) and satisfies A'(U) = [,; A (see The-
orem and Theorem . Thus we only have to prove that A’ is equivalent
to A as a factorization algebra on (0,1)"™. Let us analyze further the construc-
tion of A’. The C,-action on A gives a structure of EZ, -algebra to A, where
ES, is the oc-operad introduced by Lurie in [L-HAL Section 5.2], that is, the op-
erad whose algebras are precisely those given by Definition [2.40 The canonical
map of operad C, — IE]% is an equivalence by the results of Lurie [L-HAL Ex-
ample 5.2.4.3]. By [L-HA| Theorem 5.2.4.9] (also see § 2.4)), the oo-operad map
N(Disk(R"))® — EZ, now yields the locally constant factorization algebra struc-
ture on R™ (denoted A’ above). Let R be the factorizing basis of (0,1)™ given
by the open rectangles and denote PFacé% the category of locally constant R-
prefactorization algebras (Deﬁnition. Then, similarly, we have an equivalence
C,-Alg = PFac%% which fits into the following commutative diagram:

(49) Cp-Alg ——= > PFacl¢

| ]

Ef.-Alg ———— Fac({ ;)

where the right arrow is given by restrictions to the opens belonging to R. In
particular, we have natural (with respect to the factorization algebra structure)

equivalences A’(¢) = A for any open any little rectangle ¢ € R.

Since the family of open cubes inside R" forms a factorization basis of R™, it is
enough, by Proposition to check that the factorization algebra structures on
A’ and A are equivalent on the bais R of open rectangles. From diagram we
see that this is precisely the compatibility condition of the Lemma. The result
follows. (]

Remark 6.17. It is possible, though more technically involved, to use directly,
in the spirit of Section the little cube operad C,, to make RHom®n (A, B) an

E,-algebra. We now sketch how to do this, leaving to the interested reader the
task to fill in the many details.

We let again A, B be the factorization algebras corresponding to A, B. Recall
that we have factorizations algebras A®* B®F on ]_[f:1 D™ and similarly for 5. Let
¢ € Cy(r) be a framed embedding [[}_, D™ < D™. Then the little cube ¢ induces
a natural (in A and ¢) equivalence A|.—1(pny = A®". We can define a map

comp,(f,c) : RHom®" (A, B) o — RHom®" (A7 B)
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similarly to the definition of the structure maps . Indeed, we first use ¢ to see
the factorization algebras A and B on D" as obtained by gluing together r + 1-
factorization algebras on D". The image ¢(][;_, D™) has r-open connected compo-
nents, denoted D1, ..., D,. Choosing small collars coly, . .. col, in the neighborhood
of each D™ C [[;_, D™ yield a connected open set Up := D™\ ¢([;_; (D™ — col;)).
Since ¢ is an embedding, it induces an identification A = A|p, for each i =1...7.
Thus from any family of maps g¢1,...,g, € RHom®» (.A, B), we get induced maps
of factorization algebras g; : A|p, — B|p,. Further, we also have, by restriction of
[ to the open set U, an induced map f.: Ay, — By, -
The argument of the proof of Lemma apply to show

Lemma 6.18. The family (g1,...,9r, fc) of maps of factorization algebras glues
together to define a map of factorization algebras

CompT(.f7 C) (gla B 397") € HO’ITL(.A, B)

Further, on global sections, the induced map comp,(f,c) (g1, ... 7gr)(D”) :A— B
is a map of A-E, -module.

It follows (from the above Lemmal6.13]) that we have a well-defined map (g1, ..., g») —
compy(f,¢)(g1,-..,9-)(D"), simply denoted by

(50) comp,(f,¢) : RHom®" (A, B) o — RHom®" (A, B).

Recall that the set of A-E,-modules homomorphisms is simplicially enriched.
Similarly, there are simplicial sets of maps of factorization algebras, see [CG].
Equivalently, we have topological spaces of such maps. Using the fact that the
factorization algebras A4 and B are locally constant, one can prove the following

Qr
Lemma 6.19. The map comp,(f,c) : RHom®" (A,B) — RHom®" <A7B)
depends continuously on c.

The above Lemma allows us to consider the maps comp,.(f,c) in families
over the operad of little cubes and thus one can let ¢ runs through the operad C, (r)
so that we get the first part of the following result.

Proposition 6.20. Let f : A — B be a map of E,-algebras.

(1) The maps comp,(f,c) assembles to give a map
Xr
comp,(f) 1Oy (Cn(’f’)) & RHom‘g" (A’ B) N RHomE“ <A7 B)

n k-Mod.
(2) The maps comp,(f) gives to RHom®n (A, B) a natural E,-algebra struc-
ture.

The proof of the second assertion of this Proposition is essentially the same as
the ones of Theorem [6.8 and Theorem [£.12]

6.3. E,-Hochschild cohomology as centralizers. We will now relate the nat-
ural E,-algebra structure of RHomi" (A, B) (for an E,-algebra map f: A — B)
given in Section with the centralizer 3(f). The following definition is due to
Lurie [L-HAl [Lu3] (and generalize the notion of center of a category due to Drin-
feld).
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Definition 6.21. The (derived) centralizer of an E,-algebra map f : A — B
is the universal E,-algebra 3(f) endowed with a homomorphism of F,,-algebras
es(f) - A®3(f) — B making the following diagram

(51) A®j3(f

id®1, () Q

The existence of the derived centralizer 3(f) of an E,,-algebramap f: A — Bisa
non-trivial Theorem of Lurie [L-HAl [Lu3]. The universal property of the centralizer
implies that there are natural maps of E,,-algebras

(52) 3(0) :5(f) @3(9) —3(g0f)
see [L-HAl [Lu3].

The FE,-algebra structure on the &,-Hochschild cohomology given by Theo-
rem gives an explicit description of the centralizer 3(f) (as an F,-algebra):

Proposition 6.22. Let f: A — B be an E,-algebra map and endow HHg, (A, B)
with the E,-algebra structure given by Theorem [6.8.

Then the E,-Hochschild cohomology HHg, (A, B) = RHom%" (A, B) is the cen-
tralizer 3(f), i.e., there is a natural equivalence of E,-algebras HHg, (A, B) = 3(f)
such that, for any E,-algebra map g : B — C, the following diagram

RHom% (A, B) ® RHom% (B, C) 3(f) @35(9)

y o

RHom% (A, C) 3(gof)

commutative in E,-Alg.

R

IR

commutes in E,-Alg.

Remark 6.23. Note that in the proof of Proposition we do not assume the
existence of centralizers, but actually prove that HHg, (A, B) satisfies the universal
property of centralizers. In particular the proof of Proposition [6.22] implies the
existence of centralizers of any map f : A — B of E,-algebras.

We first prove a lemma. Denote ev : A ® RHom’" (A, B) — B the (derived)
evaluation map (a, f) — f(a).

Lemma 6.24. The evaluation map ev : A®RHomi" (A, B) — B is an E,-algebra
morphism. Further, the following diagram

A® RHomi” (A, B)

!

A B

is commutative in E,-Alg.

Proof. There are canonical equivalences of E,-algebras RH omi”(k,A) = A and
RHom,C (k,B) = B (see Example [6.11). Thus, the fact that ev is a map of E,,-
algebras follows from statement (3) in Theorem Further, the same Theorem
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implies that the unit of RHom?' (A, B) is f : A — B. It follows that evo(id®1) = f
which proves the Lemma. ([

Proof of Proposition[6.22 By Lemma we already know that HHg (A, B) =
RH omi” (A, B) fits into a commutative diagram similar to diagram below.
We have to prove that for any FE,-algebra 3, endowed with a E,-algebra map
¢: A® 3 — B fitting in a commutative diagram

(53) A®3;
idV X
A ! B,

there exists an FE,-algebra map 3 — RH omi" which makes A ® 3 %, B factor
through A ® RHom%" (4, B) =% B.

Let 64 : 3 — RHom(A, B) be the map associated to ¢ : A ® 3 — B under the
(derived) adjunction RHom(A ® 3, B) = RHom(3, RHom(A, B)) (in k-Modo).

We now prove that f takes values in RHom5" (A, B). We use again the fac-
torization algebra characterization of F,-algebras. Let A, B and Z be the locally
constant factorization algebras associated to A, B and 3. For any open sub-disk
D — D", we get the induced maﬂ

¢:(A®Z)(D)%/DA®/D;,M/DB%B(D)

and its (derived) adjoint 0y : Z(D) — RHom(A(D),B(D)). We are left to check
that this last map is compatible with the factorization algebra structures (describing
the A-E,-module structure of A and B). Let Uy, Uq,..., U, be pairwise disjoints
open disks included in a bigger disk V', where we assume that Uy contains the base
point of D™. Also we use the same notation

PU,....U.V f(Uo)@@f(Ur) —>f(V)

for the associated structure maps of any one of the factorization algebras F = A,
Bor Z on D". Since ¢ : A® 3 — B is a map of E,-algebras, for any a; € A(U;)
(t=1...7r),z € A(Up) and z € 3(Uy), we have

¢(PU0 ,,,,, UV (m, Aty ..., ar) ®pU0,V(Z)) :gb(pUO ,,,,, U,V (m ®z,a1®1,...,0, ® 15))
= PU,,...,U,.,V (d)(x & Z)a ¢(a1 & 13)7 s
...,¢(ar®13))

=pus,..0,,v (0(z @ 2), f(a1),..., f(a,))

where the last identity follows from the commutativity of diagram . Note that
the map z — py,,v (2) is an equivalence (since Z is locally constant). Since the A-
E,,-module structure on B is given by f, the above string of equalities ensures that

33we make, for simplicity, an abuse of notation still denoting by ¢ the induced map and

similarly with 64 below
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64 is a map from 3 to RHomf‘” (A, B). In particular, the map 64 : 3 -~ RHom(A, B)
factors as

3 2% RHom% (A, B) =~ RHom'("! A( / A, / B) < RHom(A, B).
sn—1 n n

To finish the proof of Proposition we need to check that 0;5 13— RHom‘Z"’ (A,B)
is a map of F,-algebras. Recall that there are equivalences 3 & RH omi"(k:,g),
3 = k = of E,-algebras (see Example[6.11)). By definition of the (derived) adjunc-
tion, 6, : 3 — RHom’ (A, B) factors as the composition

(54)
®id
RHom% (A, A) ® 3 =2 RHom%" (A, A) @ RHom<:" (k, 3)

1RHo'm,i" (A,A)
A

3=k®;
— RHom% (A, A®3) 25 RHom®y (A, B).

By Theorem[6.8](2) and (4), the last two maps are an E,,-algebra Homomorphisms.
Thus the composition is a composition of E,-algebras maps hence 64 : 3 —
RHomi" (A, B) itself is a map of E,-algebras.

Further, by definition of 64, the identity
ev o (idA ®9¢) = ¢
holds. Hence we eventually get a commutative diagram

A 1d®1

RHom&m (A,B)
N
id®0y

0
A®3 A® RHom%" (A, B)

in E,-Alg.

It remains to prove the uniqueness of the map 3 — RH omi" (A, B) inducing
such a commutative diagram. Thus assume that o : 3 — RH omi" (A, B) is a map
of E,-algebras such that the following diagram

(55) A id®1

RHom5" (A,B)
“@113

A®;—%  _ A® RHom% (A, B)

N,
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is commutative in F,-Alg. Note that the composition

(56) RHom% (A, B) = RHom®" (k RHom® (A, B))

1RHomf{L (A.A)®,L
s

d
RHom® (A, A) ® <k RHom% (A, B))
— RHom®y (A, A® RHom (A, B))

=5 RHom% (A, B)

is the identy map. From the commutativity of Diagram , we get the following
commutative diagram

(57)
3 RHomi" (k,;,) o RHomi" (A,B) = RHomi" (k, RHom‘Z" (4, B))
RHom% (A, A®3) RHom? (A, A® RHom% (A, B))

RHom%' (A, B)

in F,,-Alg. The composition of the right vertical maps in Diagram is the com-
position , hence is the identity, and the upper map is a : 3 — RHomi" (A, B).
It follows that the map « is equivalent to the map hence to 9~¢. This gives the
uniqueness statement and the Proposition will follow once we proved the diagram
depicted in Proposition [6.22| is commutative. The latter is an immediate conse-
quence of the universal property of the centralizers (and thus of H Hf‘" (A,B)) and

of Theorem [6.8](3). O

Example 6.25 (E,-Koszul duality). Assume B = k so that f: A — k is an aug-
mentation. Then by Proposition and [L-HA| Example 6.1.4.14] and [Lu-MP|
Remark 7.13] there is an equivalence of E,-algebras

HHg, (A, k) = RHom(Bar™(A), k)

where Bar(")(A) is the F,-coalgebra given by the iterated Bar construction on
A, that is, the (derived) Koszul dual of A. Thus Theorem gives an explicit
description of the FE,-algebra structure on the dual of Bar(™(A). See Section [8|for
a more detailed description.

Combining Proposition [6.22f and Proposition [6.15] we get

Corollary 6.26. let f : A — B be a map of Ex-algebras. Then the Hochschild
cochains CHS" (A, B) over the n-sphere (endowed with its E,-algebra structure
given by Theorem is the centralizer 3(f) of [ viewed as a map of E,-algebras
(by restriction).

Remark 6.27. Assume f: A — B and g: B — C are maps of CDGA’s. Then by
the above Corollary or Proposition there is a composition

(58) CHY"(A,B)® CH®" (B,C) =+ CH®"(A,C)
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(which is a map of E,-algebras) induced by the natural equivalence CH®" (A, B) =
RH omlcegsw1 ( A)(CH pn(A), B) and (derived) compositions of homomorphisms. In
the setting of CDGA’s, this composition can be represented in an easy way as
follows. Let I, be the standard simplicial model of the interval ([GIl [GTZ]); its
boundary AI7 is a simplicial model for S”~!. Then the map is represented by
the usual composition (of left dg-modules)

Hom¢yy, . ay (CHrp (4), CHy (B)) ® Hom(y () (CHry (B), CH ()

o, Homlgf;m ) (CHip(A),CHp (C))

since CHyy (A) is a (semi-)free CHprp (A)-algebra.

6.4. The higher Deligne conjecture. In this section we deal with (some of) the
solutions of the higher Deligne conjecture. That is we specialized the results of the
previous sections [6] and [£.2] to the case A = B and f = id.

By Theorem above, the composition of morphisms of A-FE,-modules
(59) RHom% (A, A) ® RHom® (A, A) - RHom% (A, A)

is a homomorphism of E,-algebras (with unit given by the identity map id : A —
A). The composition of morphisms is further (homotopy) associative and unital
(with unit id); thus RHomi"(A,A) is actually an FEj-algebra in the oo-category
E,-Alg.

By the oco-category version of Dunn Theorem [Dul [L-HAl [Lu3] or see Theo-
rem there is an equivalence of (0o, 1)-categories E; fAlg(En fAlg) > FEpy1—
Alg. Thus the multiplication lift the E),-algebra structure of HHg (A, A) =
RHomi" (A, A) to an E,,1-algebra structure.

In particular we just proved the first part of the following result, which has
already been given by Francis [F1] (and Lurie [L-HAl [Lu3]).

Theorem 6.28. (Higher Deligne Conjecture)

(1) Let A be an E,-algebra. There is a natural E,y1-algebra structure on
HHg (A, A) with underlying E, -algebra structure given by Theorem .

(2) Let now A be an E-algebra. Then there is a natural E,y1-algebra struc-
ture on CHS" (A, A) whose underlying E,,-algebra structure is the one given
by Theorem[{.12 In particular, the underlying E1-algebra structure is given
by the standard cup-product (see C’omllary and Example ,

(3) For A an E-algebra, the two E,11-structures given by statements (1) and
(2) are equivalent.

Proof. We have already proved the first claim. Note that the underlying F,-algebra
structure of an F, i-algebra is induced by the pushforward along the canonical
projection R™ x R — R"™, see Theorem m By Proposition [6.2, CHS" (A, A) also
inherits a structure of FE,,i-algebra whose underlying F,-algebra is the same as
the one given by Theorem thanks to Proposition [6.15] This proves both claims
(2) and (3). O

3dwhere we take B = A and f=id
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Example 6.29. In the case n = 1, Theorem [6.28| recovers the original Deligne con-
jecture asserting the existence of a natural Fs-algebra structure on the Hochschild
cochains lifting the associative algebra structure induced by the cup-product. It can
be proved that this Es-algebra structure induces the usual Gerstenhaber algebra
structure (from [Ge]) on the Hochschild cohomology groups.

Remark 6.30. Francis [F'1] has given a different solution to the higher Deligne con-
jecture. His solution is directly and explicitly related to the degree n Lie algebra
structure on HHg (A, A). However, the underlying cup-product (i.e. FEj-algebra
structure) is more mysterious. This is in contrast to the solution given by Theo-
rem[6.28] This latter solution is, by definition, the same as the one of Lurie [L-HA].
It would therefore be very interesting and useful to relate Francis’ construction to
ours. Note that the explicit knowledge of the cup-product is useful to us to relate
this construction to the higher string topology operations, see §

6.5. Explicit computations via higher formality. For the remaining of this
section, we work over a characteristic zero field and we let A be a commutative
differential graded algebra. In that case, we can use the higher formality Theo-
rem [To, [CW] mentioned first in [PTVV] to compute more explicitly the E,11-
algebra structure on the derived center HHg (4, A). We will start by identifying
our E,11-algebra structure with the one obtained very recently by Toén [To.

6.5.1. P,-algebras and Toén Brane operations. In characteristic zero, the operad
E, is formal when n > 2 ([LV]) so that one can choosﬂ an equivalence of oo-
operads E,, — P,, where P, is the (co-operad associated to the) operad governing
(homotopy) P,-algebras (in particular P, & Ho(E,,) for n > 2). More precisely, we
have the differential graded operad P, which is the (cofibrant) minimal resolution
of the operad P, = H,(P,) of (strict, differential graded) P,-algebras. These
two operads yields (using the standard nerve functor from operads to co-operads)
equivalent oo-operads (and dendroidal sets), which we still denote P,.

By a Pn-algebrﬂ we mean a differential graded commutative unital algebra
(B, d,-) equipped with a (homological) degree n—1 bracket which makes the iterated
suspension A[l —n] a differential graded Lie algebra. The bracket and product are
further require to satisfy the graded Leibniz identity [a-b, c] = +a-[b, ¢]++£b-[a,c]. In
other words P»-algebras are the same as (differential graded) Gerstenhaber algebras.

In particular, if B is a P,ii-algebra, then B[—n] is a differential graded Lie
algebra. By the above choice of formality maps E,, — P,, of operads, then for any
E, 11-algebra H, H[—n| inherits an (homotopy) dg-Lie algebra structure as well.

Slightly after a first draft of our paper was written, Toén used the machinery of
oo-operad of configuration type to prove the following result.

Theorem 6.31 (Toén [Tol). Let X be a derived stack and n > 2. There is a
canonical equivalence of (homotopy) dg-Lie algebras

RT(X,Syme, (Tx[n]))[—n] = HHE (Ox,Ox)[-n].

Here both sides are given a Lie algebra structure induced by a canonical P, and
E, -algebras structures constructed in [Ta, § 5].

35there are however many possible choices, for instance see [Ta3|
36which are sometimes called n-algebras [Gelo} [G1] or e,-algebras [Ta3, [CW] in the literature
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We are only interested in theorem in the case when X = RSpec(A) is affine,
given by a (differential graded) commutative algebra A. In that case, the tangent
complex Tz is equivalent to RDer(A, A) the right derived functor of derivations
of A. Hence, theorem m provides a canonical equivalence of (homotopy) dg-Lie
algebras:

(60) SymA (RDGY(A, A) [n]) [_n] = HHgn (ORSpeC(A)v ORSpec(A))[_n] .

In fact, Toén deduced the above equivalence from an equivalence of objects in
E;-Alg(E,-Alg) which is a consequence of the main Theorem of [To|]. Note that
the left hand side Sym 4 (RDer(4, A)[n]) of is the P,,-branes cohomology of
RSpec(A) while the right hand side HHg (Ogspec(a), Orspec(a)) 18 its E,-branes
cohomology.

It is essentially immediate from the deﬁnitiorﬂ that, as a cochain complex,
HHZ (Orspec(a), Orspec(a)) is equivalent to HHg (A, A), the Ej,-center of A (Def-
inition and Corollary [6.26)) . We prove below that the equivalence is actually an
equivalence of F,, -algebras between the right hand side of and our solution
to Deligne conjecture from §[6.3]

To do so, for n > 2, we first choose equivalences of co-operad F,, : E, = P,.

Denote O ® P the tensor product of two oco-operads Q@ and P. It is an cc-operad
governing @-algebras in P-algebras. If one uses the model given by dendroidal sets
for co-operads, the tensor product is represented by the (derived) tensor product
of dendroidal sets (which forms a symmetric monoidal model category) of [CiMol,
CiMo2l, [CiMo3].

Recall also, that, by Dunn Theorem (see [L-HA]), we have an equivalence
Dpy1:E1@E, = E, 11 of co-operads. We sum up these two facts in the

Proposition 6.32. Let n > 2. There are equivalences of co-operads

1d@Fn Dyya Fn+41
El © ]P)n T IE1 © En ~ EnJrl ~ ]anrl

Here E; ® P, (resp. Eq ® E,) are the oo-operad governing Ei-algebras in the
(symmetric monoidal co-)category of P,-algebras (resp. E,-algebras).

In particular, we thus get equivalences E; ® P,, 2 P,, 11 (for n > 2) fitting into a
commutative diagram of equivalences of co-operads:
(61)

El@"’@El@EZH‘: "‘H: ]E1@]E1@]En71*>: El@En = >IEnJrl
Ei© -0 0Py~ >l “>E0E @Py1 T E @ P, T Pryg
where the vertical pointing down arrows are induced by the formality maps F, and

the horizontal upper arrows by iteration of Dunn Theorem.

We can identify the right hand side of with the structure given by the
Deligne conjecture (Theorem [6.28]):

Proposition 6.33. One has a canonical equivalence of E1 ® E,-algebras

HHgn (ORSPGC(A)v O]RSpec(A)) = CHSW (A, A)

375ee [To, §5] or the proof of Proposition @ below
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where the right hand side is given the structure given by Theorem[6.2§ and the left
hand side is given the structure of [Td, § 5].

Proof. Toén has proved in [To] (in particular Corollary 5.1 in loc. cit.) that the E,,-
branes cohomology HHg (Ogrspec(a), Orspec(a)) of RSpec(A) is an £y © E,-algebra.
It is given, by definition, by

RHomD (,C"*l(]RSpeC(A))) <ORSpeC(A)7 ORSpec(A))

where L7~ 1(RSpec(A)) is the iterated (derived) loop stack RMap(S*~1, RSpec(A)).
By Corollary we get that the derived category D(ﬁ?_l(RSpec(A))) is equiv-
alent to CHgr-1(A)-LMod. Hence, we get an equivalence of Ej-algebras (for the
structure given by composition of endomorphisms):

~ left
(62) RHomD (ﬁ"*l(]RSpec(A))) (ORSpec(A)> O]RSpeC(A)) = RHomCHSnfl (A) (Aa A)

Toén has proved that the left hand side has an E,-algebra structure given by a nat-
ural map of oo-operads (Cp(r)) — End (D (ﬁ"‘l(RSpec(A)))). Under the above
equivalence, this action of the little cubes is seen to be transfered to the map
(for any family of little cubes U; inside the unit cube D) defined in the proof of
Proposition [6.15] The proof of this Proposition also shows that this FE,-algebra

structure on RHomlC‘fJ;Itsw1 4) (A, A) is equivalent to the one on CHS" (A, A) given

by Theorem in a natural way. It follows that the equivalence is an equiv-
alence of F1 © E,-algebras. O

Corollary 6.34. For any choice of formality equivalence as in Proposition |6.3
one has canonical equivalences of E,11-algebras (and homotopy P, 1-algebras as
well)

HH? (Ogspec(a), Orspec(4)) = Sym4(RDer(A, A)[n]) = CH"(A, A) = HHZ (A, A)

where the two right hand sides are given the structure given by Theorem and
the left hand sides are given the structure of [Td, § 5].

Proof. The choice of formality provides an equivalence (id® F,)* : E; @ P,,-Alg =
E; ® E,,-Alg. Note that that the map of (co-)operad E, Iy P,, — Comm is the
canonical one. Further there is a canonical equivalence E; @ Comm — Comm
and the following diagram of oo-operads

id®Fn Dyt Fr+1
El © Pn ﬁ ]El © ]En ~ En—i—l ~ Pn—l—l

. e

E; ® Comm ——> Comm

is commutative.

Since A is a CDGA seen as both a P,-algebra with trivial bracket and an F,,-
algebra through the above maps P,, — Comm and E,, — Comm, it follows that
the space of Pn—braneﬁ and the space of En—braneﬁ of A (in the sense of [To])
are equivalent as E; © E,,-algebras.

38which is Sym 4(RDer(A, A)[n])
39WhiCh is HHgn(ORSpcc(A) ’ O]RSpcc(A))
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Now, in view of Proposition [6.32] and Theorem [6.28] the result is a corollary of
Proposition [6.33} O

6.5.2. Higher formality and Tamarkin homotopy Py, 11-structure. By Corollary|[6.34]
Sym 4 (RDer(A, A)[n]) inherits an homotopy P, ;1-algebra structure induced by its
interpration (due to [To]) as P,,-branes cohomology.

There is also a canonical (strict) P, 1-algebra structure on Sym 4 (RDer (4, A)[n]).
Indeed, there is a Lie algebra structure on Sym 4 (RDer(A, A)[n])[—n] given by the
Schouten bracket. More precisely, RDer(A, A) has a canonical differential graded
Lie algebra structurﬂ such that the canonical map Der(A, A) — RDer(A4, A) is a
map of (dg-)Lie algebras.

Then, Sym ,(RDer(A, A)[n]) is made into a P,;-algebra whose underlying
CDGA structure is given by the (graded) symmetric algebra construction on the
(dg-) A-module RDer(A, A)[n]. There is a unique extension of the Lie bracket on
(RDer(A, A)[n])[—n] = RDer(A, A)[n] satistying the Leibniz rule, which defines the
P, 11-algebra structure. This (strict) P,yi-structure induces canonically a P, 11-
structure (i.e. an homotopy P, i-structure) on Sym 4 (RDer(A, A)[n]) and thus,
given any choice of a formality map, an F, i-algebra structure as well.

Associated to any P,-algebra V', one can define its cohomology complex H Hg (V, V)
which by a result of Tamarkin [Ta2] has a canonical homotopy P, 1-algebra struc-
ture.

Calaque and Willwacher have recently proved the following higher formality
relating the P,i-structure of Sym ,(RDer(A, A)[n]) and the P,i-structure of
HHg (A, A) for a CDGA A, seen as a P,-algebra with trivial bracket.

Theorem 6.35 (Calaque Willwacher [CW]). Let A be a differential graded com-
mutative algebra over a characteristic zero field. There is a canonical equivalence
of Ppy1-algebras:

(63) Sym 4 (RDer(4, A)[n]) = HHZ (A, A)

where the right hand side is endowed with the (homotopy) Ppi1-structure con-
structed by Tamarkin in [Ta2|.

The left hand side of has a very explicit P,4i-structure. The same com-
plex has another homotopy P, 1-structure given by Corollary [6.34] that is, by our
solution to the higher Deligne conjecture for n > 2. In order to prove that these
two structures are actually the same, now, we only need to check that Tamarkin
structure on HHg (A, A) is equivalent to the one given by the center (and thus
Toen’s one as well).

The cochain complex HHp (A, A) is defined in [Ta2, §2] as follows. We denote
Py (A) the (coproartinian) cofree P,-coalgebra on A[—n| equipped with the differ-
ential Jpy(4) corresponding to the (homotopy) P,-algebra structure of A (this is a
coderivation of PY(A)). Let coDer(Py (A), Py (A)) be the vector space of coderiva-
tions of Py(A). Then the cochain complex HHg (A, A) is coDer(PP)/(A), P (A))
equipped with the differential [Opy (4, —] obtained as the bracket of a coderivation
with %X(A) .

40given by the standard Lie algebra structure on the derivations Der(P4, P4) where P4 — A
is a resolution of A by semi-free CDGAs
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Lemma 6.36. Let A be a differential graded commutative algebra over a charac-
teristic zero field. There is an natural equivalence of P, 1-algebras

HHE (A, A) = CH®" (A, A)

where the right hand side is endowed with the structure given by Theorem[6.28 and
the left hand side is endowed with the one constructed by Tamarkin in [Ta2].

Proof. Since P)(A) is a coproartinian cofree coalgebra, there is an isomorphism
coDer(Py (A),P)(A)) =2 Hom(P) (A), A[—n]) from which one deduced an isomor-
phism of cochain complexes HHg (A, A) = Hom(P, (A), A)[—n] where the right
hand side is endowed with the inner differential of P)/(A) twisted by the canonical
map PY(A) — A[—n], see [Ta2, §4]. Further, in loc. cit., Tamarkin proved that
Hom(P)(A), A)[—n] is an homotopy P,-algebra so that P (Hom(]P’){ (4), A)[—n])
is a n-bialgebra in the sense of [Ta2l §4], that is an Ej-algebra in the category of
homotopy P,-algebras. The latter chain complex is also denoted Hom! d(A, A) in
[Ta2, §3].

More generally, Tamarkin proved that, associated to any P,-algebra morphism
¢ : A — B, one obtains a similar way an homotopy P,-algebra structure on
Hom(P)(A), B)[—n], with underlying differential given by the inner differential
of PY(A) and B and twisted by ¢. This structure is equivalent to a differential

on the cofree coalgebra P (H om(PY(A), B) [—n]) which corepresents the canonical

functor Ff;’ g @ d— coart® — Sets of moduli problems for P,-algebras, see [Ta2l

§2 and 3]. It is also denoted Hom?(A, B) in loc. cit. and its universal property
induces an associative map of homotopy P,-algebras

Hom?(A, B) ® Hom" (B,C) — Hom"°?(A,C)

which precisely gives the aforementionned n-bialgebra structure of Hom’ d(A, A).

The (homotopy) P, i-structure on HHg (A, A) is canonically induced by the
n-bialgebra structure on Hom!?(A, A), see [Ta2l, Corollary 4.5 and §5], [CW] and
the fact it corepresents the functor F?,.

Hence in order to prove the lemma we now need to prove that, for any map
f: A — B between CDGAs, CHS" (A, B) is isomorphic to Hom?(A, B) as an
homotopy P,-algebra. Since both functors are functorial with respect to CDGA
maps, we can further assume that A and B are free graded commutative as algebras.
That is A = (Sym(V'),d) and B = (Sym(W), b).

By definition, as a coalgebra Py (A) = Sym(CoLie(A[—1])[1 — n]) where CoLie
is the free Lie coalgebra functor and Sym is endowed with the cofree coproartinian
cocommutative cobracket. Note that CoLie(A[—1]) is simply the underlying vector
space of the Harrison chain complex of A (see [Tal [GiHal, [[]). Since A is seen as
a Pp-algebra with trivial bracket, the differential dpv (1) boils down to the usual
Hochschild/Harisson complex differential. Hence, one has an isomorphism of com-
plexes

Hom®(A, B) = Hom(PY (A), B)[-n] = Hom (SymA (Harr, (A, A)[1 — n]),B) [—n]

where the right hand side is endowed with the tensor product of Harrison differen-
tials on A and consists of A-linear maps; here B is seen as an A-module through
the map ¢ : A — B and the A-module structure on Harr,(A, A) is given by the
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tensor product A ® CoLie(A[—1]). The proof is the same as the one in the case
¢ = Id in [Tal |GiHa].

We recall that the Harrison chain complex Harr, (A, A) is a sub-complex of the
Hochschild chain complex of A: it is precisely the weight 1 part of the Hodge
decomposition of the Hochschild complex of the differential graded commutative
algebra A, see [Ll [GiHal. Its homology is equal to the André-Quillen homology
since we are in characteristic 0. Hence, since A = (Sym(V), d), by the Hochschild-
Kostant-Rosenberg Theorem, the Harrison chain complex is quasi-isomorphic to
Q1(A) = Sym(V)®Sym(V[—1]) where the differential is induced by the one on S(V')
and d(v[—1]) = —s(d(v)) where s is the unique derivation extending v — v[—1] for
veV (cf. [Ll § 5]).

It follows that we have a quasi-isomorphism of P,-algebras

Hom(Sym(V @ V[-n]), B) — Hom(P).(A), B)|-n] = Hom?(A, B)

given by the convolution product on the left hand side Hom 4 (Sym(V@V[—n]), B) =
Hom(Sym(V[—n]), B) where Sym(V[—n]) is seen as a P,-coalgebra with trivial
cobracket and its cofree cocommutative structure. Now the result follows from
Lemma [£.17 O

Combining the previous statements, we get:

Corollary 6.37. Let A be a differential graded commutative algebra over a char-
acteristic zero field. For n > i > 2, choose formality equivalences of co-operads
Fi : E; 5 P;. There is a canonical equivalence of E, +1-algebras (and thus of
P, 11-algebras):

(64) Sym  (RDer(A, A)[n]) = HHg (A, A)

where the right hand side is induced by the E,y1-algebra structure given by the
Deligne conjecture (Theorem and the left hand side is given the Schouten
structure, with differential induced by the one in A.

Proof. By Theorem we are left to prove that Tamarkin P, i-structure on
HHg (A, A) is equivalent to the (homotopy) P,i-structure on HHg (A, A) =
CHS" (A, A) provided by Theorem This is precisely the content of Lemmam

d

Remark 6.38. Corollary and Corollary implies in particular that the
Pp-cohomology HHg (A, A) of Tamarkin is equivalent as an E; © Py-algebra to
the P,,-branes cohomology of Toén.

6.5.3. Explicit computations using higher formality. Now we assume A = (S(V), d)
is a Sullivan algebra, that is, as an algebra, it is the free graded commutative algebra
on a graded vector space V and it is also equipped with a differential d. In that case
the canonical map Der(A, A) — RDer(A4, A) is an equivalence of (dg-) Lie algebras.
Hence, by Corollary [6.37] we have:

Corollary 6.39. Let A= (S(V),d) be a Sullivan algebra. Under the assumptions
of Corollary we have a canonical equivalence of Ey,41-algebras (and thus Pyy1-
algebras as well):

(65) Sym (Der(A, A)[n]) = HHE (A, A).
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Here the right hand side is has the E,y1-algebra structure given by the Deligne
conjecture (Theorem and the left hand side is endowed with the structure
corresponding to the Schouten algebra structure.

The main interest of Corollary for us, is that the left hand side has a totally
explicit and elementary strict P, 11-algebra structure. It thus gives a large class of
examples of explicit computations of the E,, 1-structure of centers of commutative
algebras (viewed as E,-algebras).

In the next three examples, we calculate the P, i structures of the left hand
side of equation for the cases of the Sullivan models of an odd sphere, an even
sphere, and for the complex projective space.

Example 6.40 (P,,;1-structure for the odd sphere S?*1). We compute the
P, 11-structure of for the Sullivan algebra A of the (2k+1)-sphere. In this case,
we consider the Sullivan algebra A = (S(V),d) given by the free algebra generated
by x in degree |z| = 2k 4+ 1 with trivial differential d = 0. Since «x is in odd degree,
we have that 22 = 0, so that A = span{1,z} with the trivial algebra structure.
Now note, that a (graded) derivation of A is uniquely determined by its value on
the generator x, and that any derivation maps 1 to 0. We have essentially the two
derivations of A, a and 3, given by

a(l)=0, ax)=1, and B(1) =0, p(z)=u=z.

Note that 8 = z.«, displaying Der(A, A) as a module over A. Furthermore, the
Lie-bracket is calculated as the commutator,

(66) [aa 5] = q, and [Oé, a] - [57ﬂ] = 0.

This induces the bracket of Der(A, A)[n] = span{a, 5} after a shift by n, where
a and 8 now have degrees |a| = n — (2k + 1) and |B| = n. Using this, we next
calculate the P, i-structure on

Sym 4(Der(A, A)[n]) = A@ Der(A, A)[n]
@ (Der(A, A)[n] ©4 Der(A, A)n]) & ...

Here we denote the algebra structure on Sym 4 (Der(A4, A)[n]) by “©” or “©4” to in-
dicate linearity over A. Since 8 = z.a, note that any element of Sym 4 (Der(A, A)[n])
is a sum of elements of the form a.a®? = a.a ®4 -+ ®4 a for some a € A and « is
as above. The differential on Sym 4(Der(A, A)[n]) is zero, since d = 0. Recall the
usual Poisson relation and anti-symmetry for the bracket in a P, yi-algebra, e.g.
from [SW. page 220],

(67) [fogn = Jolgh+ 0o
(68) fg0h = [fg@h+(-1) g0 [fh],
(69) [f.9] = —(=plHmlarmig g,

for f,g,h € Sym 4(Der(A, A)[n]), as well as the Schouten identities,
(70) p,a] = p(a) for p € Der(4, A)[n], and a € A,
(71) [a,b] = 0 for a,b € A,

which are used in defining the bracket on Sym 4 (Der(4, A)[n]) together with (66]).
(Note that this gives indeed a well-defined bracket on Sym 4 (Der(A, A)[n]) due to
the commutator of derivations giving the consistency relation [p,a.A\] = po (a\) —
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(—=1)lellal+AD (g )) o p = p(a)X + (=1)lPl1ela]p, ] for a € A and p,\ € Der(A, A)
before shifting by n.)

In the case when n is odd, the degree |a| = n — (2k + 1) is even, so that for any
a,b € A, and p,q € Ny,

[a.a®P b.a%] = a[a®P ba®?] + [a,ba®?) © a®P
— a[aGp, b] ®a® + (—1)‘b|ab [a@”,a@]]
———

=0

+ [a, ] @®PF 4 (—1)lbl(al+n) [a,a®9] OaP
N~ N——
=0 =—(=1)lal+n[q®4 q]
= (pa-ab) - (=)D al+D g L o (a) -b)aQ(“q*l)

Thus, we obtain the following brackets for a«®? and za®?,

[@®P a®1] = 0,
[@®? 201 = —[za®% a%] =p. PPl
[£a®?, 2a®Y = (p—2q)- pa®Pta—1)

In the case where n is even, the degree of |a| = n — (2k + 1) is odd, so that
a®a =0 in Sym 4 (Der(A, A)[n]). Thus, Sym 4 (Der(A, A)[n]) = A @ Der(A, A)[n]
with n-bracket given by , , and ,

[z, 2] = [a, 0] = [za,za] =0, [a, 2] =1, [o,za] = @, [za, 2] = za(z) = .

We note that the above example is consistent with the calculation of the sphere
product, see Remark [7.20| below. We next consider the Sullivan algebra of the even
sphere.

Example 6.41 (P,1-structure for the even sphere S2*). For A = (S(V),d)
the Sullivan algebra of the even 2k-sphere, we calculate the left hand side of .
More precisely, let A be the free algebra generated by z and y, where |z| = 2k
and |y| = 4k — 1. Since y is an odd element, it is y> = 0. The differential d is
given by d(z) = 0 and d(y) = 2. Any (graded) derivation of A is determined by

its action on the generators x and y. For £ =0,1,2,..., we can define derivations
ag, Be,ve, 00 0 A — A of A whose actions on the generators are as follows.

(72) ay(z) =, a(y) =0,

(73) B(x) = 'y, Bely) =0,

(74) Ye(z) =0 vely) = ",

(75) de(x) =0, Sely) = z'y.

The degrees of these derivations ay, B¢, 7ve, 00 € Der(A, A)[n] (after the shift by n)
are

lag| = 2k(¢ — 1) + n,

|Bel =2k(—1)+ (4k—1)+n=2k(l+1)+n—1,

[vel =2kl — (4k — 1) +n=2k({ —2)+n+1,

|(54| =2kl + n.
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Note, that any derivation can be written as a linear combination of the derivations
o, Be,ve, and dp. (In particular, d = «2.) Furthermore,
(76) Top = oprr, Yo =P, T =Y, Yy = 0o,

showing that Der(A, A)[n] is freely generated by oo and 7o as an A-module. The
commutator in Der(A4, A)[n] for ay and ~y is easily verified to vanish,

(77) [, @] = [0, 70] = [70,70] = 0.

(However, this does not imply that the bracket vanishes identically, since the bracket
is not A-linear, but rather satisfies equations , , and . For example, it
is [ag, ] = (m — £)apgrm—1, etc.) The differential d of A induces a differential D
on Der(A, A)[n] of degree +1 given by D(p) = [d, p] for which we obtain D(«ay) =

—~27041, D(Be) = 20011 + apga, D(7e) = 0, D(0¢) = Yesa-
Since Der(A, A)[n] is generated by ag and 7o as an A-module, we see that any
element of

Sym 4 (Der(A, A)[n]) = A @ Der(A, A)[n] ® (Der(A, A)[n] ©a Der(A, A)[n]) &

can be written as a sum of terms of the form a.ay or o Yo “9 for a € A and p,q € Ny.
We thus may obtain a differential D on Sym 4 (Der(A4, A)[n]) by taking

D(z) =0, D(y)=2? D(ag)=—2m =22y, D(y)=0,

and extending this as a graded derivation (with respect to ®).

Note that [aJ? © 157, af" =0 by (67) and (68) and (77). In general, we
have (with |a0| = n(mod 2) and \'yo| =n + 1(mod 2)

(78) [a.a5” @757, b.af” ©1§”]
=alaf? 5% b.af" O] + (1) a, b.al” © 5] @ af? © 41
= alo ”@vo",b]@a O5° + (=) 2b[a, af " ©15°] @ ag” © 45
= alag pQ’YGq bl © ag” ©A5% — (—1)rHetsplaf” © 45", ]@aop@’)’ )

where we used @ in the first equality, (68) with [ag op @'yO ,ad" O = [a,b] =0
in the second equality, and in the third equahty The signs are given as follows,
@ = ntalnt )b+t s+ 1) + ),
e = Bblllal +m),
& = (lal+m)rntsn+1)+n)
sothat e +ea +e3 = (pn+qn+1)+a|+n)(rn+s(n+1)+ |b| +n).

The right hand side of may be evaluated further by evaluating [a? @ 75?, b]
and [af" ® 5%, a] using equations and (70).

To be more concrete, we now restrict to the case n being even. In this case g
is an even element while vy is an odd element implying that vy ® ’yo = 0, so that
elements in Sym 4 (Der(A, A)[n]) are either of the form a.a? or a.al? ®~, for some

a € A. We obtain

_1 _O(p-1 -1, _0O(p—1
06”27 = paalag "V, [ag” @ 90,27 = par? a5 T @0,
_ —1 — —1
[ag”, 27y) = pz ™ yag PV, [af” © 70, 2%y] = 290" — paztyag P @ .
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This, together with gives the following n-brackets:

[mra(i)ap7 xga?q] = (ps — qr)xr—i—s—lag)(P‘HZ*l),
(79) ["yag”, eyag?] =0,
2" ag” @0, 7%a5  © 70 =0,
[z"yag” @ Y0, 2°yag? @ y9] =0,
and
(80)
1
[ a5, 2°yag ] = (ps = qr)a™ " yag Y,
[xrozg)p,x aglq o) ’YO] _ (ps _ qr) r4s—1 @(p+q ) ® Y0,
[z 048”,»’0 yagi @) = (ps — qr)a o lyad P @ A,
[.’E yaO ,{I? o) 5 © ’70} = (ps - qr)@ers )1 G(p+q Y © Yo + {I?T+S (p+q)
[Q} yao ,IyCX@q@’YO] — yag p+q
[2"ag? © 70, 2yag ! © 0] = xr** (?(”q) ® Y.

Example 6.42 (P, 1;-structure for the complex projective space CP™). For
the complex projective space CP™, the Sullivan model A = (S(V),d) is generated
by x in degree |z| = 2 and y in degree |y| = 2m + 1 with differential d(x) = 0 and
d(y) = 2™*1. Note, that in this case we have again two generators x and y which
have the same parity as in the generators z and y in the last Example [6.41] for the
even sphere. Therefore, much of the arguments from Example can be repeated
with only minor modifications. First, note that Der(A, A)[n] is generated by the
derivations ay, B¢, ve, 0¢ given by formulas —, however with z and y in the
new degrees stated above. Thus, the degrees in the (shifted) space of derivations
Der(A, A)[n] are now

lag| = 2(¢ — 1) + n,

1Bel =20—-1)+(2m+1)+n=20l+m)+n—1,

lvel =20 —(2m+1)+n=2{—m)+n—1,

‘(5@‘ =20 +n.
The module relations (76) and the basic brackets remain the same. How-
ever, the differential is now d = 7,41, so that D on Der(A, A) becomes D(p) =
[Ym+1, p], which gives the relations D(cy) = —(m~+1)Yetm, D(Be) = (m—+1)dppm +

ptmt1, D(ve) = 0,D(6¢) = Yetm+1. Thus D is defined on Sym 4 (Der(A4, A)[n]) by
taking

D(x) =0, D(y)=2""", D(ag)=—(m+1)ym =—(m+1)2", D(y)=0,

and extending this to Sym 4(Der(A, A)[n]) as a graded derivation. Also, the con-
siderations concerning the n-bracket (such as equation and, when n is even,

equations and ) apply just as in Example for the even sphere.

7. INTEGRAL CHAIN MODELS FOR HIGHER STRING TOPOLOGY OPERATIONS

We will use the F-Poincaré duality and Hochschild chains to give an algebraic
model for Brane Topology at the chain level, over an arbitrary coefficient ring.
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7.1. Brane operations for n-connected Poincaré duality space. Recall that
the n-dimensional free sphere space is denoted X35" = Map(S™, X). It is the
space of continuous map from S™ to X endowed with the compact-open topology.
Sullivan and Voronov [CV] Section 5] have shown that there is a natural graded
commutative algebra structure, called the sphere product, on the shifted homology
H ot dim(ary (M 5") of an oriented closed manifold. For n = 1, this structure agrees
with the Chas-Sullivan loop product [CS]. This product was extended to all oriented
stacks in [BGNX]. For n = 2, the sphere product is a special case of the surface
product studied in [GTZ]. Further, it is claimed that He qim) (M 5") is an algebra

over the homology H, (&7 1) of the framed little disk operad Ef;rrl. Below we

n

will forget about the SO(n + 1)-action and deal with action of the &,;i-operad
at the chain (and not homology) level and without specific assumptions on the
characteristic of the ground ring k.

We start by stating one of our main results:

Theorem 7.1. Let X be an n-connected Poincaré duality space. Then the shifted
chain complex C’.+dim(X)(XS") has a natumﬁ E,1-algebra structure which in-
duces the sphere product [CV], Section 5]

Hy(X®") @ Hy(X®") = Hpgmaim(x) (X)
in homology when X is an oriented closed manifold.

Proof. Remark implies that the homology groups of X are finitely generated
so that the biduality homomorphism C,(X) — (C*(X))" is a quasi-isomorphism.
Since X is a Poincaré duality space, it then follows from Corollary that the
Poincaré duality map

xx 1 CH(X) = C.(X)[dim(X)] = (C*(X))" [dim(X))
is an equivalence of C*(X)-E-Modules. Thus it yields an equivalence
(81) CH™ (C*(X),C*(X)) = Home-(x) (CHs»(C*(X)), C*(X))

BT Home x) (CHsn (C(X)), (€*(X))") [dim(X)]

= CHS" (C*(X)), (C*(X))") [dim(xX)]

Since X is n-connected, by Corollary there is an equivalence
(52) crs (¢ (X)) = €. (x).
Combining the equivalences and , we get a natural equivalence
(83) CHS" (C*(X),C*(X)) =2 O, (X" [dim(X)].

By Theorem [6.28), CH®" (C*(X),C*(X)) has a natural E,-algebra structure,
whose underlying Fj-algebra structure is given by the cup-product. Hence the
equivalence yields a natural E,_i-structure on C, (X5")[dim(X)]. Note that
the naturality with respect to maps f : X — Y of Poincaré duality spaces follows
from Theorem below since a Poincaré duality space yields an object of AM
and a map of Poincaré duality space is a map in AM, see Example [7.8](2) below.

4lyith respect to maps of Poincaré duality spaces in the sense of Definition
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From this observation follows the commutativity of the following diagram (in which
d = dim(X) = dim(Y"))

S * * ®2 o S * *
(cHs" (C*(X),C7(X))) " —=—=CHS" (C*(X),C*(X))

(xx)o—%?% | | (xx)o—
n ®2 .
(cHS" (€*(X),C.(X)) d]) CHS" (C*(X), C.(X) [d]
(£)®2 fe
n ®2 n
(cHs" (C*(v), Cu(v)) [d) CHS" (C*(Y),C.(V)) [d]
(xy)o—®? | = ~ | (xv)o—

S * * ®2 o s * *
(CH (C*(Y),C (Y))) L CHS(CH(Y),CH(Y))

where the horizontal arrows are given by the composition of (derived) homo-
morphisms (and Proposition . By Theorem the vertical maps are maps of
FE,-algebras. Thus the above diagram shows that a map of Poincaré duality space
induces a map of Ej-algebras (with respect to the composition (59)) in the (sym-
metric monoidal) category of E,-algebras and thus induces a map of E,,1-algebras
by Dunn Theorem (see [Dul, [L-HA] or Theorem : Ey — Alg(E, — Alg) =
En+1 - Alg

It remains to identify the underlying multiplication in homology with its purely
topological counterpart. This is done in Section see Proposition (I

Passing to homology in Theorem we recover the following result first stated
in [CV].

Corollary 7.2. Let X be a n-connected Poincaré duality space. Then the shifted
homology H.erim(X)(XSn) has a natural Pn+1-algebrstructure which induces
the sphere product [CV] Section 5]

H,(X™") @ Hy(X™") = Hpp g aimx)(X®")
in homology when X is an oriented closed manifold.

Remark 7.3. Theorem [7.1] (as well as Corollary below) still holds if X is a
Poincaré duality space which is connected, nilpotent with finite homotopy groups

in degree less than or equal to n. This is seen by using Proposition [3.38|in addition
to Corollary in the proof of the Theorem.

Example 7.4 (Explicit computation in characteristic zero). Let n > 2. In char-
acteristic zero, the singular cochains on X are equivalent, as an FE..-algebra, to a
Sullivan algebra (as in §[6.5.3) and, in particular, one can compute the Brane topol-
ogy structure given by Theorem using Corollary which gives very explicit
combinatorial models.

425uch that is the induced Lie algebra structure is the one of a restricted Lie algebra
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Example 7.5. Assume M is a simply connected closed manifold. Then Theo-
rem yields an Eg-structure on the chains C.(LM)[dim(M)] of the free loop
space LM, thus string topology operations at the chain level. According to Exam-
ple and Proposition below, the underlying Gerstenhaber structure is the
classical Chas-Sullivan one [CS].

Corollary 7.6. Let X,Y be n-connected (n > 1) closed manifolds of the same
dimension and assume f : M — N induces an isomorphism in homology such that
(X)) = [Y] € H.(Y,k). Then the induced bijection H,(X5") =2 H,(YS") is an
algebra isomorphism (with respect to the sphere product).

In particular, the sphere product is an homotopy invariant of n-connected man-
ifolds (with respect to orientation preserving maps).

Proof. By assumption, the induced map Nf.([X]) : C*(Y) — C.(Y)[dim(Y")] and
NY]C*(Y) — C.(Y)[dim(Y)] are homotopic. Thus f induces a map of Poincaré
duality spaces (X, [X]) — (Y,[Y)) which is a quasi-isomorphism. Then, by Theo-
rem S C*+dim(x)(XSn) — C’Hdim(y)(YSn) is an equivalence of F,,-algebras.
In particular, it is an algebra isomorphism in homology so that the result follows
from the identification of the sphere product as asserted in Theorem (see Propo-

sition [7.17)). O

The above brane product fits into a larger setting of setupg™ to define £,-actions
on CH®" (A, M). In fact, we start with the following general setup.

Definition 7.7. We define AM as the following category. The objects of AM
are triples (A, M, u), where A is an E.-algebra, M is an FE.-A-module, and,
considering the E.-algebra A ® A with canonical Ex-(A ® A)-modules M and
M ® M (induced via the E,, structure map A ® A — A), we assume that u :
M® M — M is an Fo-(A® A)-module maﬂ The morphisms of AM consist of
tuples (f,g) : (A, M, u) = (A, M', /), where f : A — A’ is an E-morphism, thus
inducing an E..-A-module structure on M’, and g : M’ — M is an F.,-A-module
map, satisfying the compatibility relation,

(84) M @M -~ M

MoM—" s M

in k-Mod.
There are two main examples we have in mind for the above definition.

Example 7.8. (1) The first example relates to the sphere product as consid-
ered in Section and also in [GI]. Let A and B be two E-algebras,
and let h : A — B be a morphism of F.-algebras. Then, h makes
M := B into an FE-A-module, and the F., structure of B gives a map
B ® B — B which is also an F-(A ® A)-module map. Furthermore,
if h factors through an F.-algebra B’ as a composition of E..-algebras

43which is useful to study functoriality of brane operations
4gaid otherwise, the objects of AM are the objects N of the monoidal co-category ModEn
endowed with a structure map py : N ® N — N; the morphisms are however different
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maps h: A il) B’ % B, then this induces a morphism between the spaces
(ida,g): (A,B,u) — (A, B, 1).

(2) The second example relates to generalizations of sphere topology products
as described in Theorem above. Let A be an F..-algebra and M be an
Eo-A-module and given an F.,-module map p : M — A. We define the
induced Eoo-(A ® A)-module map pu: M ® M — M as the composition of
p and the Fo-A-module structure of M,

pMeoM™S Ag M — M.

Furthermore, any map of two given Fo-A-modules g : M’ — M which
commutes with F.,-A-module maps p and p/,

also respects the induced relation (84), since gop/(mf, mb) = g(p'(m}).mb) =
7 (md).g(mb) = plg((mh)).g(mi) = o (g @ g)(mh, m}).

For example, consider the setup from Section Ci(X) is an Eg-
coalgebra, C*(X) = Hom(C(X),k) is its linear dual endowed with its
canonical F-algebra structure, and caping with the fundamental cycle
NX]: C*(X) = Cu(X)[dim(X)] induces an Es-quasi-isomorphism of Eu.-
A-modules. The quasi-inverse of this map is an E.-A-module map p :
M = C.(X)[dim(X)] — A := C*(X). Moreover, if f: (X, [X]) = (Y, [Y])
is a map of Poincaré duality space (Definition , then the tuple (f* :
C*(Y) = C*(X), fy : Ce(X) — C(Y)) is a map in the category AM.

For any triple (A, M, i) which is an object of AM described in Definition
we can consider the Hochschild cochains C HS" (A, M). We claim that there is an

FEg4-algebra structure on CH s (A, M), generalizing the Fg-algebra structure from
Theorem {12
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Definition 7.9. Using the notation from Section [I.2] we define the Ej-algebra

structure on C'HS" (A, M) by,

Cu(Calr) ® (CHS"(4,00)) — Cu(Calr) ® (Homa(A%5", b))

— C.(Ca(r)) ® Hom gor (A%, MOT)

Zd® Mo(r—l))*
Wy

—

o~

— C,

T times

Qr

C(Ca(r)) ® Hom per ((A%S")%", M)
=5 0. (Ca(r)) ® Hom gor (A®S")ET Hom (A, M)
= C,(Calr)) ® Homa(A @Y. (A®SY)®7 M)

d d
(Cd(r)) ®H0mA(A®(S Vee-VS ),M)

— Cu (Ca(r)) @ CHS™ V5" (4, M) "™ CHS" (4, M).

We need to show compatibility of the involved operad action. This is similar to the

proof in section

In fact, more is true:

Theorem 7.10. The identification given in the previous Definition [7.9 defines a
(contravariant) functor CHS" : AM — E4— Alg.

Proof. Tt only remains to show that morphisms (f,g) : (4, M,u) — (A", M',p/)
in AM induce maps of Fg-algebras. Since f : A — A’ makes M’ into an Fo.-A-
algebra, and with this p/ : M’ ® M’ — M’ into a map of E-(A® A)-modules, this
follows from the commutativity of the following diagram:

Qr * @1
(CHSd(A/,M/)) (£
@1 y*
HOmA/®T'((AI®Sd)®T7 M/@r) u

(#/O(T_l))*

d @1y
HOmA/®r ((A/®S )®T7M/) (f )

d d *
Hom, x (A/®(S VeevS )7M/) f*>H0mA
pinch™ pinch™
a *
Hom i (A'®5", M) S A HomA(A®Sd,M')

——— Hom o~

(C’Hsd (A, M’)) o

HomA®7-((A®Sd)®T, M’®T)

(M/O(T_l))*

(@)

(g:)®

9®7)

r

(CHSd(A, M)) o

Y% Homger (ARS8 M®T)

9=

—— Hom o~

g

(n°r=1).

(105

(A®(demvsd)7M/> % Homa (A®<sdv...vsd)7M)

pinch™

Homa(A®S" | M)
O

By the virtue of the previous theorem and Example 2), we can thus define a
family of sphere topology operations, one for each Eo,-module map C, (X )[dim(X)] —
C*(X), which are related by morphisms of E4-algebras.
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In particular, for d = 1, we can obtain (chain level, characteristic free) string
topology operations associated to any Es,-module map C\,(M)[dim(M)] — C*(M).

7.2. Topological identification of the brane product. In this section, we prove
that the cup product of Hochschild cochains over spheres identifies with the usual
“brane product” in the homology of a free sphere space. The idea of the proof
follows the surface product kind of proof from [GTZ, Theorem 3.4.2].

We start by recalling the construction of the sphere product of Sullivan-Voronov [CV].
Let M be a manifold equipped with a Riemannian metric and let the sphere spaces
Map(S™, M) be equipped with Fréchet manifold structures. We further assume
that M is closed, oriented. We have a cartesian square of fibrations

(85) Map(S™ Vv 8™, M)~ Map(S™, M) x Map(S™, M)
\L ie'l}xev
M diagonal Mx M

where the evaluation maps on the right are furthermore submersions. We denote
Tub(M) C M x M a tubular neighborhood of the diagonal of M, which can be
identified to the normal bundle of the diagonal. The pullback (ev x ev) ™! (Tub(M))
by the submersion ev x ev : Map(S™, M) x Map(S™, M) — M x M can be iden-
tified with a tubular neighborhood Tub(Map(S™ VvV S™, M)) of p;, and thus with
a normal bundle of p;,. One forms the corresponding Thom spaces M~ and
Map(S™ Vv S™, M)~TM by collapsing all the complements of the tubular neighbor-
hood to a point. These Thom spaces are spheres (of dimension dim(M)) bundles
over, respectively M, and Map(S™V S™, M). Hence, we have a diagram of pullback
squares

collapse

Map(S™[[S™, M) ——= Map(S™ Vv S™, M)~ ™™ T~ Map(S™ v S™, M)

S’UXE’U\L lev \LB’U

collapse

M x M M-TM z M

where the vertical arrows are fibrations. In particular, the Thom class of p;, is
the pullback (ev*)(th(M)) € HW™O) (Map(S™ v S™, M)~TM) of the Thom class
th(M) € HEmOM) (A=TMy of M — M x M.

The above setup allows us to define a Gysin map

(pin)r = He (Msn il Sn) — Hy_qim(m) (Msnvsn)
as the composition
(86) (pin)1 = me 0 (— N ev™ (th(M))) o (collapse)..
Definition 7.11 (Sullivan-Voronov [CV]). The sphere product is the composition

wsn + Hypaim(a) (Msn) ®2 S H. o aman (Msn 1 Sn)

where dgn : S™ — S™ V S™ is the pinching map.
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Note that the Thom class th(M) can be represented by any cocycle ¢(M) which
is Poincaré dual to the pushforward of the fundamental cycle [M] of M, i.e.,
xnmx i (collapse, (t(M)) = (diagonal, ([M])) or, equivalently,

xar-7nm (t(M)) = (collapse o diagonal, ([M])).
By Corollary [5.22] we get maps of E-modules
penany 2 Co(M™TM) — Co_gimmany (M),

Pev-(tn(ary) : Ce(Map(S™V 8™, M)™"™) — C\_gim(ar) (Map(S™ v §™, M)~"M)

lifting the cap-products —Nt(M) and —Nev*(¢(M)). Thus we obtain the following
chain level interpretation of the sphere product.

Lemma 7.12. The sphere product (Definition m 18 induced by passing to the
homology groups in the following composition

(87) ksn ¢ (Co(MS")[dim(M)])** = €, (M5 TS")[2 dim(M)]
R O () T e dim (] " (7)Y dim ()]
Ty 0 (M"Y [dim(M)] B 0, (M5 [dim(M)].

Remark 7.13. In this section we only identify the sphere product which is the
degree 0-component of a higher framed E,, ;-structure claimed in [CV], Section 5].
The reason is that we do not know higher degree representative of this operations
(in a way similar to the map ) since such higher operations would involve a
careful analysis of Gysin maps associated to higher cacti in families. However, it is
possible that the new operads introduced by Bargheer in [Ba] could lead in a near
future to explicit representatives of the degree n Lie Bracket in homology.

We now further assume X is a general Poincaré duality space (see Definition[5.23)).
Recall that by Corollary and Corollary [5.22] we have the equivalence (83)):
CH" (C*(X),C*(X)) = C.(X5")[dim(X))].
The cup-product can be thus transfered (through the above equivalence) to give a
n ®2 n
multiplication (0* (x$ )[dim(X)}) — C.(X5")[dim(X)]. We first wish to give
another chain level representative for this multiplication, which is essentially the
content of Lemma below. We will then compare it with the sphere product
*gn given by the composition .
The E-algebra map C*(X x X) deal o (X) induced by the diagonal X —

X x X makes C.(X) an Eo-C*(X x X)-module. By functoriality of the cap-
product, the diagonal C,(X) — C,(X x X) is a map of left (C*(X x X), U)-module.

diag.

By Theorem we thus get a unique lift C, (X) — C.(X x X) of the diagonal
map in C, (X x X)-ModF=. By Lemma there is an equivalence of F.-algebras
C*(X x X) =2 C*(X) ® C*(X). Further, Poincaré duality (Corollary gives
equivalences of Fo-C*(Y)-modules yx : C*(Y) = C,(Y)[dim(Y")] for any Poincaré
duality space Y.

Putting together the last three statements we obtain the first assertion in
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Lemma 7.14. Let X be a Poincaré duality space. There is a map in C*(X) ®
C*(X) — ModF> given by the following composition:

Vx : CF(X) S (X)) [dim(X)] % ¢, (X x X)[dim(X)]
S Cu(X x X)[dim(X)] & C*(X x X)[—dim(X)]
~ C*(X) ® C*(X)[— dim(X)].

Further, for any closed oriented manifold M, the following diagram is commutative

p;/h(M) collapse™

C* (M) — = C*(M~TM) C* (M~TM)[— dim(M)] C*(M x M)[— dim(M)]

Vm J/

C*(M) @ C*(M)[— dim(M))

IR

in C*(X)® C*(X) — Mod®=.

Proof. The second assertion follows from the identity

collapse™ (7*(z)) N (collapse™ (t(M)) N [M x M]) = collapse®(7*(z)) N diagonal, ([M])
diagonal, (x N [M])

which follows from 7 o collapse o diagonal = id and the definition of the Thom
class. 0

It follows that the map Vx yields a map of C*(X)-FEy-modules

(88) Vx.:CHgnysn(C*(X)) =2 CHgny5-(C*(X)) ® C*(X)

X CHgaqp 50 (CH(X)) @ C*(X)®?[— dim(X)]

Thus, dualizing, we get a map
(89)
v oHST IS (CM(X), (€ (X)) & Home x) (CHsn 15+ (C*(X)), (C*(X))")
V55 Home- (x) (CHgnuse (C*(X)), (C*(X))" ) [~ dim(X)]

~CHS"VS" (c*(X), (C*(X))V) [— dim(X)].



90 G. GINOT, T. TRADLER, AND M. ZEINALIAN

Recall that we have a pinching map dgn : S™ — S™ V S™ induced by collapsing the
equator of S™ to a point. This gives us a multiplication

(90)
e - CH" (C°(X), (C* (X)) 2 Home- () (CHsn (0 (X)), (€ (x))*) ™
— Home- (xye2 (CHsn 15+ (C*(X)), (C*(X)) @ (C*(X))")
= Homo- x) (CHsn 15+(C*(X)), (€7(X))")
T CHSVS (C4(X), (07 (X)) ) [- dim(X)]
5 omS (€7(X), (€7(X))Y ) [- dim(X)).

Lemma 7.15. Let X be a Poincaré duality space. There is a commutative (in
k-Mods,) diagram

CHS" (C*(X), 0" (X))®* CHS" (C*(X),C*(X))
(CHS™ (C*(X), (C*(X))¥) [dim(X)])** —2 - CcHS" (C*(X), (C*(X))¥) [dim(X)]

where the top arrow is the sphere cup-product of Corollary [{-6 and the vertical

arrows are induced by the Poincaré duality map xx : C*(X) — C(X)[dim(X)] —
N Vi,

(C*(X)) " [dim(X)].

Proof. By Lemma [3.30, the F.-algebra map myx : C*(X) ® C*(X) — C*(X) is
the composition
mx : CH(X) @ C*(X) AW o (X x X) M o+ (X).

It follows that the map Vx defined in Lemma sits inside a commutative dia-
gram

C*(X) ® C*(X) C*(X)

Xx QX x i J/XX

(Vx)Y

(C7(x))" @ (C7(x)) " [2dim(X)] ———— (C*(X)) " [dim(X)]

in C*(X) ® C*(X) — ModP>. Tt follows that we get a commutative diagram
(91)

Homx (x02 (C’Hsn 1157 (C*(X)), C*(X)®2) Home- (xe2 (C’Hsn 1157 (C*(X)), C* (X))

(XX>;®2L i(xx)*

Home (o2 (CHse 150 (C* (X)), (€7 (X)))%) 20 Home. (xj0 (CHon s (€(X), (0*(X))Y)

Home(x) (CHS" 115 (C7 (X)), (C*(X))v) ——— Homc~(x) (CHsnvsn (C*(X)), (C*(X))V)

(mx )«
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in k-Mods, (note that we have suppress the degree shifting in the diagram for
simplicity). By functoriality, we have a commutative diagram

Home- () (CHsnuse (C(X)), C*(X)) B Homen ) (CHse (" (X)), €7 (%))

(Xx)*l i(xx)*

55n

Home: (x) (CHsnvs (C(X)), (C7(X))") == Homee (x) (CHs (C" (X)), (C*(X)))

which, together with the previous diagram and the definition of the map Ugn
(see Corollary and the map , implies the Lemma. ([

The cartesian square of fibrations (85 shows that, when M is n-connected (and
thus M*°" is path connected), there is a quasi-isomorphism
ny qn n n L
(92) Cr(MS™VEy = oMUY g or(M)
o= (Mxm)

so that the map Vs of Lemma yields a map

id® Var: C*(MS™VS") = C* (M x M) (é ) C*(M)
C*(MxM
id®c* (J\/I><M) VM

C* (M x M)[—dim(M)] = C*(M5")®*[— dim(M)).

Lemma 7.16. Let X be a n-connected Poincaré duality space. The following dia-
gram

% (6571)* " Vx. « ®2 .
CHg» (C*(X)) —=CHgnygn (C*(X)) —> CHgn (C*(X)) " [~ dim(X)]

| . -

n dsn n n 2 n
O (XS") — s 0% (x5"VS") VX o (X5 dim (X))
is commutative in k-Mod., (here the map V., is the map (88)).

Proof. This is a consequence of the naturality of the map 7t : CHx(C*(Y)) —
C*(YX), see Corollary O

Proposition 7.17. Let M be an n-connected oriented closed manifold. Then the
following diagram

Ugn

CHS" (C*(X),C*(X))®? CHS" (C*(X),C*(X))

-] l”

(C.(XS") [dim(X)])** —= C. (X" [dim(X)]

is commutative in k-Mod.,. Here the horizontal arrows are the sphere cup-product

of Corollary 4.0 and the sphere product ; the vertical arrows are given by the
equivalences (83) (induced by the Poincaré duality map and Corollary ,
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Since the vertical arrows are the maps defining the FE,i-structure given by
Theorem on C*(X5")[dim(X)]; it follows that the underlying commutative
algebra structure on homology agrees with the sphere product.

Proof. Recall that there is a canonical isomorphism C H3" (A, AV) = (C’Hgn (A, AV)> v.
By assumption M is a Poincaré duality space, hence it has finitely generated ho-
mology groups (Remark and the canonical biduality map C..(X) — (C* (X)) v
is a quasi-isomorphism and it is sufficient to prove that the dual of the diagram

depicted in Proposition [7.17]is commutative.

By definition of pgn, lemma and lemma we are left to prove that the
map id® Vy : C*(MS"VS") — C* (Msn)@)z[f dim(M)] sits inside a commutative
diagram
(93)

\
CF (MS™VS") T oe (g S™VS™Y MY L) e (g S™VS™) TMY [ dim (M)

ioollapse*

Cr (M7 US™) [~ dim(M)]
id®V pr i

]

C*(M5")®*[— dim(M)]

in k-Mod.
Recall the equivalence (92)) above. Under this equivalence, the cup-product by
the pullback ev*(t(M)) is given by

L

C*(MS"\/S") gc*(MSnHS") ® C*(M)
o+ (Mxm)
i ®Lc* (MxM) D) L
— cr(MSTUSYy g C*(M)[- dim(M))]
o+ (Mxn)
= C*(MS"V5") [~ dim(M)].
Now, the commutativity of diagram follows from Lemma O

7.3. A spectral sequence to compute the brane topology product. In
[CTY], the Chas-Sullivan product of spheres and projective spaces was computed
using a spectral sequence of algebras. There is a similar approach for the Brane
product. Indeed, following arguments similar to those of [CJY], there exists a spec-
tral sequence of algebras which converges (as algebras) to the homology H., ((M )S ")
with product being the sphere product from . It is essentially given by the Serre
spectral sequence applied to the fibration Q"M — Map(S™, M) — M.

Proposition 7.18. Let M be closed oriented connected manifold. There ezists a
second quadrant spectral sequence of algebras {E;,q,dr o E;—r,q-‘,-r—l}?"Zl’
which converges (as algebras) to the homology H*+dim(M)((M)Sn) with product

being the sphere product from ,
Furthermore, the E? page of the spectral sequence is given by

(94) E? = HP(M;H,(Q"M)) = HP(M)® H,(Q"M).

—pP.q
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Here, the algebra structure on HP(M) is given by the usual cup product on coho-
mology, and the product on Hy (QQ"M) is the Pontrjagin product on the based loop
space.

Proof. The spectral sequence is essentially given by the Serre spectral sequence
applied to the fibration Q"M — Map(S™, M) — M. The construction is similar to
the calculation of the loop product in [CJY] section 2] where we now consider the
sphere product as defined by the sequence of maps in . We now give some of
the details of this rather lengthy construction, and leave it to the interested reader
to give the full details which are completely analogous to those in [CJY].

For a fibration F — E = B, consider the singular simplicial set with r-simplicies
Sp(E) = {0 : A" — E}. This simplicial set has a filtration obtained by taking
simplicies whose induced simplicies on B are essentially of simplicial degree at
most p,

F,(S(E))={0:A" - E:mo0=po f;, where p € Sy(B),q < p, and
fs+ A" — A? is induced by some non-decreasing f : {0,...,7} — {0,...,p}}

F,(S.(E)) forms a subsimplicial set of Se(E), and taking the associated chain
complex, which is denoted by F,,(C.(E)) := C.(F,(Se(F))), induces the filtration
{0} = -+ = Fp_1(Cu(E)) = Fp(Cu(E)) = -+ — C(E)

of Ci(F). This is the filtration which in turn induces the Serre spectral sequence
converging to H,(E).

Just as in [CJY], we may analyze the involved maps in the sphere product
and their behavior under the above filtration. For the space (MS"VS")=TM —
ev* (M—TM ) appearing in , which involves the Thom construction, we may in
turn use the filtration of pairs,

Fp(Culev™ (D), ev™(Stm))) i= Fp(Ci(ev™(Drar))) [ Fp(Ci (0™ (STar))),

where M—TM — Dy /ST is given by a collapsing the tubular disk D7y of M in
TM by the corresponding boundary sphere Stjs. This relative Serre spectral se-
quence converges to H, ((MS"VS")=TM)_ All the terms in respect the filtration
in the following sense:

By (Cu(M™)) @ ( MS)) s By (Ol (SIS
Fy(Co(MS"IST)) - EBS R(Cu(er* (Dran), ev* (Stan)))

Fy(Culev* (Drar), ev*(Srar))) "™ By dim(an (Culev*(Drar), ev* (Star)))

Fy(Ci(ev™(Drm), ev™ (Stm))) T Fy(Cu(MFTVET))

F(C(us™sT)) B Ry (el (),

The above is obvious for most of the stated maps, except for the map pe,«(sn(nr))
involving capping with the Thom class, which can be proved just as in [CIY]
Theorem 8]. Thus, we arrive at a map of filtered chain complexes

FP(C*(MSH)) ® FQ(C* (MSR)) - Ferqfdim(M) (C* (MSH))

inducing a map of spectral sequences

)
)

E;ﬁ ® E t E p+q—dim(M),s+t
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such that on the E? page this is given by a map
Hy(M; Hy(0"M)) @ Hy(M; Hy("M)) = Hy o gim(ar) (M Ho (07 M)).

Checking the maps in the sphere product according to their component on the
base M and the fiber Q™M shows that this product is just the intersection prod-
uct on H,.(M), and the Pontrjagin product on H,(Q2"M). Now, shifting the
spectral sequence to the left by dim(M), we obtain another spectral sequence
Epe = By gim(an) o0
which the sphere product induces a map Ej ,® Eg, — E, .., converging to the
sphere product on homology,

Hypraimany (M) @ Hyygimny (M) = Hpy g dimny (M57).

The E? page of this new spectral sequence is given by Ef,’s = Hppgim(a) (M; H (" M),
so that, as a last step for obtaining the claimed spectral sequence in 7 we use
Poincaré duality to write E2 . = H™?(M; H,(Q2"M)). As the the intersection prod-
uct becomes the cup product in cohomology under Poincaré duality, we finally arrive
at the claimed spectral sequence. (I

which now lives completely in the second quadrant, and for

We end this section with a computation of the sphere product in the case where
M = S* is itself a sphere of a certain dimension .

Example 7.19. Let S™ denote the n-sphere, let n > k, and denote by A = C*(S¥)
a cochain model for the k-sphere. By formality of the sphere, we may assume that
A= H*(S%). By Proposition there exists a second quadrant spectral sequence
of algebras {E} ,d" : E} , — EJ_, ... 1}r>1, which converges (as algebras) to the
Brane homology H*_s_k((Sk)Sn); the product being the sphere product from .
Furthermore, the E? page of the spectral sequence is given by

(95) E?, = HP(S% Hy(Q"S%)) = HP(S%) ® H (Q"S").

Now we use the fact that H*(S*) = span{1,a} is a two dimensional space with a
in degree k with the obvious cup product. To determine H,(Q2"S*), we distinguish
between the cases where £ is odd or even.

First, assume that £k = 2m + 1 is odd. One calculates the homology with Pontr-
jagin product as He(2"S*) = A(x) as the free algebra in one generator = in degree
k—mn. Thus, we can distinguish two cases, where n is even or odd. Figure[2|displays
a picture of the generators of H*(S*) @ H,(Q"S*).

In the case where n is even, x is of odd degree k — n, so that 22 = 0. Since the
differential d" on the rth page is of bi-degree (—r,r — 1), all differentials have to be
zero in this case. (More precisely, the rth differential would map bi-degree (0,0) to
(=r,r —1) # (=k,k —n) for any r.)

In the case where n is odd, x is of even degree k — n, so that 22 # 0. We
see that the rth differential d” could possibly nonzero, namely in the case where
(=r,r — 1) = (=k,p(k — n)). Solving r = k and thus k — 1 = p(k — n), we see
that the differential is always zero in the case when k — 1 is not a factor of k — n.
(In the case where k — 1 is a factor of k — n further analysis needs to be applied.
For example, the above calculation applies when calculating the sphere product of
H.o113((8™)5°) but it would not apply to H*+13((Sl3)s7) since 13 -7 =6 is a
factor of 13 — 1 =12.)



HIGHER HOCHSCHILD COHOMOLOGY, BRANE TOPOLOGY AND CENTRALIZERS 95

) lS(k—n)
® ® 2(k—n)
® ®k—n ® ®k—n
& L L 4 L
—k —k
neven = k—n odd nodd = k—neven

FIGURE 2. The generators of H*(S*) @ H,(Q"S*)

We thus obtained the following result:
(96) Let k> n > 1 with k& odd.

If (n is even), or if (n is odd, and k — n is not a factor of k — 1), then:
H*Jrk((Sk)Sn) = Ala] ® Alz], with |a| = —k and |z] =k —n

One can ask for a similar analysis of the brane product when the underlying
manifold is an even sphere S¥ with k& = 2m. One calculates the Pontrjagin ring
as Ho(Q"S*) = Az, y], where z is of degree k — n, and y is of degree 2k — 1 — n.
Unfortunately, the simple analysis of the involved degrees, similar to the one done
for odd spheres, fails in this case, since one can check that the differential will
never be zero purely by degree reasons. Thus, a computation of the brane product
involves identifying the differentials of the spectral sequence, which are in general
non trivial. Indeed, in [CIY], the differential d* in the spectral sequence for k even
and n = 1 was shown to be non-zero.

Remark 7.20. For an odd sphere S* of sufficiently high connectivity, we have iden-
tified the sphere product with the cup product in Proposition C.((SF)5")[k] =
CHS" (A, A), where we may take A to be the Sullivan model of the k-sphere.
By Proposition this structure is identified with the algebra structure on
CHS"(A,A) = HHg, (A, A), which by Corollary was also identified with
HHg, (A, A) = Sym,(Der(A4, A)[n]). This, in turn, was explicitly calculated in
Example [6.40] Note that the two calculations in Examples and [6.40] for the
product on C,((S*)%")[k] do indeed produce the same result.

8. ITERATED BAR CONSTRUCTIONS

8.1. Iterated loop spaces and iterated bar constructions for E . -algebras.
In this section we study the case of spaces of pointed maps from spheres to X, i.e.
iterated loop spaces. The idea is to apply the formalism of the higher Hochschild
functor to the Bar construction of augmented FE..-algebras.
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Let (A,d) be a differential graded unital associative algebra (DGA for short)
which is equipped with an augmentation ¢ : A — k. Denote A = ker(A -5 k) the
augmentation ideal of A. The standard bar construction on A is the chain complex
(Bar*t*d(A),b) defined by

Bar®t(A) = EBZ@)H

n>1
with differential given by
n
blar ®---an) = Zia1®~-~®d(ai)®-~-®an
i=1
n—1
+Zia1®"'®(ai'az‘+1)®"'®an
i=1

see [FHT! [Fre2l KM] for details (and signs). Further, if A is a commutative differ-
ential graded algebra (CDGA for short), then the shuffle product makes the Bar
construction Bar®*¢(A) a CDGA as well.

Remark 8.1. Note that, by our convention on ®y, if A is not flat over k, we
replace it by a flat resolution. In particular Barst? : E; — Alg — k-Mod, preserves
weak equivalences. This definition of Bar**?(A) thus agrees with the classical one
as soon as the underlying chain complex of A is flat over k.

Remark 8.2. The standard bar construction above extends naturally to A..-
algebras. It also extends to any augmented FEj-algebra. Indeed, one can prove
a Lemma similar to Lemma 8.3 below with factorization homology [} (A, k) (of the
E;-algebra) instead of Hochschild chains over I (see [F1l, [F2] [L-HAl [AFT]). Note

L
that, there is a natural equivalence [} (A, k) = k® k. In particular, if B is any DGA
A

equivalent to A, then the standard bar construction of A is naturally equivalent to
Bar**Y(B) in k-Mod.

Let A be an F.-algebra and let € : A — k be an augmentation. In particular, we
can see k as an A-module thanks to the augmentation €. In particular A is an E1-
algebra so that we can choose a DGA B and a quasi-isomorphism f : B — A of F;-
algebras. Then we define Bar®*?(A) := Bar**¢(B). The fact that this construction
is Well—deﬁneﬂ indeed follows from the following lemma:

Lemma 8.3. Let I = [0,1] be the closed interval. There is a natural equivalence
(in k-Mod, )

L
(97) CHi(A) ® k = Bar'l(A)

CHgo(A)
where Bar$'*(A) is the standard Bar construction. Further if A is a CDGA, the
equivalence is an equivalence of E.-algebras (where Bar®'(A) is endowed
with its CDGA-structure induced by the shuffle product).

Proof. Let I3 be the standard simplicial set model of the interval (viewed as a
CW-complex with two vertices and one non-degenerate 1-cell). More precisely,
I3 ={0,...,k + 1} with face maps d; given, for i = 0,...,k, by d;(j) equal to j

45; o. independent of the choice of B
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or j—1 depending on j < ¢ or j > 4. For any differential graded associative algebra
B, one can form the simplicial dg-algebra

51\5_;(3) = (B®I£td)k20 = (B® B*® B)i>o

where the simplicial structure is defined as for Hochschild chains of a CDGA (it is
immediate to check, and well known, that the commutativity is not necessary to
check the simplicial identities in that case). Further the associateﬂ differential

graded module DK(C/’I\..;(B)) is the two-sided Bar construction Bar®'¢(B, B, B)
of B (see [GTZ, Example 2.3.4]). In particular, if f : B = A is an equivalence of
E;-algebras, with B a DGA, then DK(C/’I\.; (B)) 15 Bar*'d(A) is an equivalence
(natural in A, B).

Now, forgetting the E.c-structure of the Hochschild chain complex C'Hjgia(A),
we get a quasi-isomorphism of simplicial chain complexes

f:Crza(B) =5 CHpzea(A)
and thus after taking the Dold-Kan oo-functor DK : sk-Mods, — k-Mods,, we
see that CHysea(A) = DK (Cpzea(B)). Now the result follows since Bars'?(B) ==
@nZl B”" is the normalized chain complex associated to the simplicial chain com-

plex @(B), thus is quasi-isomorphic to DK(é;::z(B))
When A is a CDGA, the result follows from Corollary and |GTZ, Section
2]. |

In particular, we get an F..-lifting of the Bar construction of an E..-algebra
that we denote

(98) Bar(A) = CH;(4) & &
CHgo(A)
Note that the augmentation € : A — k induces augmentations e, : CHr(A) —
CHi(k) =k, e, : CHgo(A) - CHgo(k) = k and thus an augmentation Bar(A) —
k as well.
Since Bar(A) is an augmented E.-algebra, we can take its Bar construction
again.

Definition 8.4. The n'/-iterated Bar construction of an augmented E..-algebra
A is the E-algebra Bar™(A) = Bar(--- (Bar(A))---).

Summing up the above results we have:

Proposition 8.5. The nt"-iterated Bar construction Bar is an oo-functor
Bar™ : E-Alg — Eo-Alg.
Further, there is a natural equivalence in E..-Alg between B(")(A) and the nt"-

iterated Bar construction defined by B. Fresse [Fre2].

Proof. Since A — CH(A) is an oo-endofunctor of E..-Alg, the same follows for
Bar (and its iteration). By Lemma the Bar(A) is equivalent (in k-Mod)
to Bar**?(A) and, further, this equivalence is an equivalence in E..-Alg if A is a
CDGA and Bar**?(A) is endowed with the CDGA structure given by the shuffle

4643 the usual Dold-Kan construction
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product. Thus the uniqueness of the Bar construction in F,-Alg obtained in [Fre2]
shows that Bar(™ is the correct nt"-iterated Bar construction. O

Remark 8.6. Since the canonical map CHj(A) — CHp(A) = Ais an equivalence,
we recover immediately from the excision axiom

Bar(A)= A é k%kékx

CHgo(A) A
Remark 8.7. In terms of factorization algebras, one has the following definition.
Considered the unit interval with two stratified points given by its endpoints. Then,
the analogue of Proposition in that case is that a locally constant (stratified)
factorization algebra on I is the same as the data of an E;-algebra A and a pair of
left A-module M and a right A-module N. In particular taking the factorization
algebra A for which A is augmented and M = N = k, we obtain that the factoriza-
tion homology [; A (denoted [;(A, k) in [F]) is equivalent to the Bar construction,
see [F1] for details.

There is an easy interpretation of the iterated Bar construction in terms of higher
Hochschild chains. Note that, since k is an A-algebra (via the augmentation),

L
CHgn(A, k) =2 CHgn(A) % k is an E.-algebra.

Proposition 8.8. There are natural equivalences of Es-algebras
CHgn (A, k) = Bar™(A).

Proof. Since S™ = D™ Ugn_l pt, the homotopy invariance and excision axiom for
Hochschild chains implies the following sequence of natural (in A) equivalences of
FE-algebras

L L
CHgn(A k) = CHg(A)®k = CHnm(A) & k
A CHgn—1(A)

Thus, for n = 1, the Lemma is proved (by Definition (98))).
Since CHx (k) = k for all X € Top, by Corollary [3.29(3), there are equiva-

lences of F,-algebras

L L
CH,(CHSH(A)%/@) ~ CH;(CHgn1(A)) ok
I

= CH(rxsn-1)/1x{13(4)-
where the last equivalence follows from Corollary (4) and the excision axiom.
L
Tensoring the last equivalence by ® k and applying the excision

CHgo (CHgn-1(AK))
axiom again, we get

L
k ® k = CHgn(A)
CHgo (CHgn—1(AR))

CH,; (CHSn_l(A) k.

PN
N

L

Since the left hand side is Bar (CH sn-1(4)® k), the Lemma now follows by in-
A

duction. (]
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We now study the coalgebra structure carried by the iterated Bar construction.
Recall that the standard Bar construction of a DGA carries a natural associative
coalgebra structure. We wish to apply the results of Section to study the same
result for E,-coalgebras structures.

Recall the continuous map pinch : Cp(r) x 8" — \/,_; , S™. Similarly to
the definition of the map (26), applying the singular set functor to the map
we get a morphism

(99) pinchS™" : C,(Ca(r)) ® CHgn (A) % k

pinch. ®H;‘7,'d

P Sa oy (A)%k&(OH (A & A)ék
Vi, S™ A - =, s™ A®

=~ (CHyp, s0(4)) N (CHS”(A,k))@r

A®r

where the last equivalences follows from the excision axiom, the coproduct axiom
and the definition of CHgn (A4, k).
Note that there is a canonical equivalence

(100)  Homy, (C’Hsn (A) &% &, k) ~ RHom (CHsn (A), k) >~ CHS" (A, k).

Under this identification, the dual of the map is the pinching map from
Section .11

Theorem 8.9. Let A be an Eo.-algebra and € : A — k an augmentation.
n ®r
(1) The maps pinch? " C, (Cu(r)) @ CHgn (A k) — (CHSn(A,k‘))
makes the iterated Bar construction Bar™(A) = CHgn(A,k) a natural
E, -coalgebra (in the (0o, 1)-category of Eoo-algebras)
(2) The dual B, -algebra RHom(Bar™ (A), k) is naturally equivalent to CHS" (A, k)
in En,-Alg and thus to the centralizer 3(€) of the augmentation (viewed as a
map of E,-algebra by restriction).
Proof. The proof of the first statement is similar to the proof of Theorem
(except that we take the predual of it). Fixing ¢ € C.(C,(r)), all maps involved
in the composition defining pinch? " (c,—) are maps of E.c-algebras. Hence
the structure maps of the FE, -coalgebra structures are compatible with the F.-
structure.

Further, since the linear dual of the map is the pinching map , statement
(2) follows from Theorem the equivalence

RHom(Bar™ (A), k) = RHom (C’Hgn (A), k) ~ CHS" (A, k)
and Corollary O

If Y is a pointed space, its Fo-algebra of cochains C*(Y') has a canonical aug-
mentation C*(Y) — C*(pt) = k induced by the base point pt — Y. Tensoring
the map Zt : CHgn (C*(Y)) — C*(Y®") (given by Theorem ) with ®Hé*(y)k:
yields a natural F..-algebra morphism

(101)  Zt*" : Bar™(C*(Y)) = CHgn (C*(Y), k)

L
HEER o (v @l gy b — O (@(Y)
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where the last map is induced by applying the singular cochain functor to Q"(Y") &
ys” x?/ pt.

Further, using the equivalence ((100)), the linear dual of this map (composed with
the canonical biduality morphism) yields a map
(102)

Ttgn : C.(Q"(Y)) — C*(Q* (V)" — CHS" (C*(Y), k) = (Bar(") (c*(y)))

\

We can now state our main application to iterated loop spaces, generalizing
classical results in algebraic topology. Since the iterated loop space Q™ (Y) are FE,,-
algebras in spaces, C*(2"(Y)) is an E,, — coalgebra in E,-Alg and C,.(Q2"(Y)) an
E,-algebra (in Fy-coAlg, the (oo, 1)-category of E,-coalgebras).

Corollary 8.10. Let Y be a pointed topological space.
(1) The map (L0I) Zt*" : Bar™(C*(Y)) — C*(Q"(Y)) is an E,-coalgebra
morphism in the category of Ex-algebras. It is further an equivalence if Y
s n-connected.

(2) Dually, the map Tton : Co(QM(Y)) — (Bar(")(C’*(Y)))v is an E, -
algebra morphism (in k-Mody, ). Further, if k is a field, Y is n-connected
and has finite dimensional homology groups, then (Bar(”)(C* (Y)))v s an
FE-coalgebra and the map Ttaon is an equivalence of E,-algebras in
E-coAlg.

In particular, the Hochschild chains over the spheres is a model for the natural
E,-algebra structure on C,(Q"Y).

Proof. By Theorem the map Zt : CHgn(C*(Y)) — C*(Y5") is an Ex-
algebra map and thus so is Ztgn. Further, Theorem [3.33| gives a natural transfor-
mation

It: CH% (C*(Y)) — C* (YY)

from which we deduce a commutative diagram

(103)  CHpm(C*(Y)) & C(Y) & k—"sCHg:(C'(Y)) & &
CHgnoi (C7(V)) C(Y) C(Y)

Tt®%, idl Tt® ¢ (yyid

cr (v 5 CHY) & k Ccr (Y57 S k
o+ (ysn-1) o) o= (v)

in F-Alg in which the horizontal arrows are induced by the homotopy pushout
X =x"uy s»—1 pt. The lower horizontal arrow is an equivalence when Y is n-
connected. Further, the map Zt : CHgn1 (C*(Y)) — C*(YS" ") is an equivalence
when Y is n — 1-connected by Theorem [3.33] Since the map induced by the base
point C*(Y) — CH»(C*(Y)) is an equivalence, the map Zt : CH(C*(Y)) —
C* (YI ") is an equivalence when Y is connected. Thus, we deduce from the com-
mutativity of diagram that the map Zt®" : Bar™(C*(Y)) — C*(Q™(Y)) is
an equivalence when Y is n-connected.

In order to finish the proof of Assertion 1 in Corollary [810] it remains to check
that Zt" is a map of E,-coalgebras. By definition, the E,-coalgebra structure
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of C*(Q"(Y)) is induced by taking the singular cochains functor (from Tops to
E-Alg) to the E,-algebra structure of Q"(Y") which is the (homotopy pullback)
Q"(Y) = (V5" xy pt). By definition the E,-algebra structure of Q"(Y') is induced
by the pinching map Cn(r) x ™ = \/,_; , S™. Indeed, since the pinching
map preserves the base point of S™, we have the following composition

(104)  Co(r) x (V" xbpt)" = Co(r) x (YHim1r 8™ iy pt
i (Yvizlmrsn) Xy pt pin_c)h YSn Xy pt.
By naturality of Zt, we have a commutative diagram
L
pinch, & id

CHs (C*(Y)) & k T CHy s (C(Y)) & k.

C*(Y) o Cx(Y)
It®%*(y)idl lIt@Hé*(y)id
n L C*(pinch* n L
C«*(YS ) & k (p ) C*(Yvizl...rs ) & k
Cc*(Y) Cx(Y)

The commutativity of this diagram, together with the definition of the map
n L L T
pinch?"" : C, (Cn(r))®CHgn (A) (% k— (CHSn (A) <§> k) giving the F,,-coalgebra

structure of Bar(™ (C*(Y')), and the fact that the E,-coalgeba structure of C*(Q"(Y))
is given by applying the functor C*(—) to the composition show that Zt?" is
an F,-algebra map.

The proof of the fact that Ztgn is a map of E,-algebra is similar, using in ad-
dition the naturality of the biduality morphism C' — CVV and Corollary
Further, when k is a field and the groups Hy(Y) are finitely generated, then
C.(Y) — (C*(Y))V is an equivalence. Further, if Y is n-connected, it follows
from the Eilenberg-Moore spectral sequence that Bar(™ (C*(Y)) has finite dimen-

v
sional homology groups. Hence, the dual (Bar(")(C*(Y))) inherits an natural

F-coalgebra structure (dual of the E..-algebra structure of Bar(™(C*(Y))). It
is then immediate to check that the arguments to prove Statement (1) above can
be dualized to prove that Zton is also an equivalence of F,-coalgebras. O

Remark 8.11. A careful analysis of the proof of Corollary shows that the
assumption that Y is n-connected can be replaced by the assumption that the
cohomological Eilenberg-Moore spectral sequence of the path space fibration is
strongly convergent for all Q'Y (i < n).

Remark 8.12. Statement (2) in Corollary is somehow unsatisfying since one
v
recovers an E-coalgebra structure on the right hand side (Bar(")(C* (Y))) only

when the biduality morphism Bar(™ (C*(Y)) — (Bar(")(C’* (Y))) VV is an equiv-
alence (while the left hand side has always such a structure). The reason for it is
that this statement is in fact the bidual of a statement involving iterated coBar
construction of E-coalgebras.

Indeed, one can define Hochschild cochains over spaces for E..-coalgebras in
a similar way to what we do in Section [3| getting an oco-functor CH : Top2 x
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Ey-coAlg — E..-coAlg ((X,C) — CHX(C)). For instance, one has a natural
L

equivalence CHX(C) = C ® C*(X) similar to Propositionﬁ
E®

All results of Section [3] S;z:tion 3.4 and Section @ have “dual” counterparts which
can be proved similarly. We claim that there is an iterated cobar construction
coBar™ : E.-coAlg — E,-Alg(E-coAlg) defined similarly to this Section
and that further there is a natural E,-algebra map coBar(™ (C,(Y)) — C.(Q™(Y))
in F.-coAlg which is an equivalence when Y is n-connected. We leave the many
details to be filled in to the interested reader.

8.2. Iterated Bar constructions of augmented FE,-algebras. In this section
we explain how to generalize the iterated Bar construction for E-algebras in §[81]
to E,-algebras. In particular we describe the E,,-coalgebra structure of the n-times
iterated Bar construction. Our definition and study of the Bar construction follows
the ones given by Francis [F1] and Lurie [L-HA].

8.2.1. Definition of the iterated Bar construction for E,-algebras. In this section we
assume A is an augmented F,-algebra and we denote € : A — k the augmentation
(which is a map of E,-algebras). In particular, we endow k with its structure of
A-E,-module given by the augmentation. We denote F,,-Alg®"? the (oo, 1)-category
of augmented E,-algebras.

For an augmented E,-algebra, Definition and Lemma suggest to define

L
(105) Bar(A) := / A ® k
DtxRr—1

Js0ygn-1 A
where k = f[an—l k is endowed with its natural structure of A-E;-module. This

definition agrees with the usual one:

Lemma 8.13 (Francis [F1]). There is a natural equivalence (in k-Mody,)
(106) Bar(A) = Bar®'(A) = kol k
where Bar®t¢(A) is the standard Bar construction as in § .

When X be a manifold of dimension d equipped with a framing of X x R*, then
for any F44x-algebra B, fXka B is canonically an Ej-algebra, see [L-HAL [F1] for
details. Note that this follows from Theorem 220 and the fact that factorization
algebras on X x R* are the same as factorization algebras on X with values in

Eg4-Alg (see Theorem or [GTZ2]). Applying this observation to X = I or
X = S% we get the following result which is also proved in [F1l, [L-HA]J.

Proposition 8.14. The Bar construction (106) for augmented E,,-algebras (m >
1) has a canonical lift

Bar : E,,-Alg""9 — E,,_1-Alg*"?

which coincides for Es-algebras with the one given in § and further sits into a
commutative diagram

Ei-Alg<—— Ey-Alg<— - <—— E-Alg<—— - - <—— E-Alg

iBar \LBa’r lBar lBar

k-Modye <— F1-Alg<—— - <——F,, 1-Alg<—— - <—— FE-Alg
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where the horizontal arrows are the canonical forget functors induced by the tower
of maps of operads (12)).

Proof. By Theorem (and the above observation which is a special case of of
the Fubini formula for factorization homology [GTZ2, Corollary 17] ), we have
that [go gm-1 A, [;ygm-1 A and k = [, o A are (global sections of) locally
constant factorizations algebras over R™~!. Here, we see S” as being the boundary
of the closed interval I = [—1,1] which is framed (we choose the framing so that
the induced orientation is the natural one); in particular S =2 {—1,1} inherits a
framing as well (note that the two points in S° get opposite orientation this way).
In particular S° x R™~! is equipped with the product framing. Since S®xR™~ ! is a
framed m—1 dimensional manifold and A an FE,,-algebra, its factorization homology
with value in A is the one of the product of framed manifolds S° x R™~! x R.
Hence, we have that f goxgm—1 A isin fact an E,,-algebra, that is a locally constant
factorization algebra over R™~1 x R.

In particular, using Theorem /. goxgm—1 A is naturally an Fj-algebra in the
symmetric monoidal category of F,,_1-algebras, i.e., an E;-algebra in the category
of locally constant factorizations algebras over R™~1,

Similarly [, pm_1 A is a left module over [¢o, .1 A in the symmetric monoidal
category locally constant factorizations algebras over R™~! (or equivalently of
E,,_1-algebras). In other words, it belongs to (fsome,l A)-MOOZE1 (Facﬁ@ufl)
which is equivalent to ( [go, gm-1 A)-Mod®" (En,_1-Alg). Since the same holds

for k, we obtain that the Bar construction is an object in Fac]l]{m_l, hence inherits
a structure of E,,_1-algebra.

Further, the augmentation € : A — k induces a maps fijm,l €: flme,l A—k
which is a map of locally constant factorization algebras on R™~! hence of E,,_1-
algebras. Similarly f goxgm—1 A = k is a map of E,-algebras; hence € induces an
augmentation Bar(A) — k in E,,_1-Alg. The equivalence of the two definitions for
E-algebras is an immediate consequence of Theorem or [GTZ2| Theorem 5].

The commutativity of the diagram follows from the fact that E,,-Alg — F,,_1-Alg
is induced by the map of co-operad E?;L_l — E% induced by taking the product of
m — 1-dimensional disks with the interval R, i.e, it is induced by the pushforward
of factorization algebras along the projection R™~! x R — R™~1, O

By Proposition [8.14] we can iterate (up to m-times) the Bar constructions of an
FE,,-algebra.

Definition 8.15. Let 0 < n < m. The nt-iterated bar construction of an aug-
mented E,,-algebra A is the E,,_,-algebra (given by Proposition [3.14))

Bar™(A) := Bar(--- (Bar(A))--+)

which is the value on A of the (n-fold iterated Bar) functor: Bar°™ : E,,-Alg®*? —
By n-Alg®s.

Proposition [8:14] implies that Definition [8.15] agrees with Definition [8:4] for Eoo-
algebras.

Remark 8.16. The iterated Bar construction given in Definition [8:15] should be
closely related to the one (obtained at the level of model categories) by Fresse [Fre3].
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The following result, due to Francis [F1, Lemma 2.44], identifies the iterated Bar
construction in terms of factorization homology

Lemma 8.17 (Francis). Let A be an E,,-algebra and 0 < n < m. There is a
natural equivalence of E,_y-algebras
L
Bar(™(A) = / A ® k
Dm xRm—n fs'rnfl xRM—n+1 A

Proof. This is essentially Lemma 2.44 together with Corollary 3.32 in [F1]. Al-
ternatively, on can use a proof similar to the one of Proposition replacing
CHjn(A) with the E,,_,-algebra [},, pn_. A using excision for factorization ho-
mology (see [F1] [AFT] [GTZ2]), and the Fubini theorem for factorization homol-
ogy [GTZ2, Corollary 17] instead of Corollary [3.29} (4). O

8.2.2. Factorization algebra models for iterated Bar construction. In this section, we
show that the iterated Bar construction can be computed as factorization homology
of a stratified factorization algebra on the closed n-disk and the n-sphere as well.

Identify I™ = [—1,1]" with the closed unit disk in R™ and let D™ = I\ 91,
be its interior. We consider I™ as a stratified space with two strata, one of which
is its boundary 9I™ (of codimension 1) and the remaining open strata being D™.
A factorization algebra F on the stratified disk is thus locally constant if for any
inclusion of disks U C V' C D™ and for any inclusion of half-disks U C V where
V ¢ D", the structure map F(U) — F(V) is a quasi-isomorphism.

Let € : A — k be an augmented E,-algebra which we may assume to be given
by a map € : A — k of factorization algebras. By [G2], Proposition 30 and Propo-
sition 31]@ any map of F,-algebra f: A — B defines a locally constant stratified
factorization algebra on I". Indeed, by loc. cit. we have a faithful functor

(107) Y : Homg, sl — Facl
between the (0o, 1)-categories of E,,-algebras morphisms and stratified locally con-

stant factorization algebras on I™.

Definition 8.18. We let (A, k) be the locally constant stratified factorization al-
gebra on I™ defined by the augmentation € : A — k that is (A4, k) = T(e).

Since T is a functor, then (A, k) is functorial with respect to maps of augmented
E,,-algebras. More precisely, we have the faithful functor

(108) T: E,-Alg™ — Hompg, alg — Facli.

Remark 8.19. The factorization algebra (A, k) is explicitly described as follows.
Let Up» be the (factorizing) basis of opens consisting of all open subset U C D™ C
1™, and all open half-disk D; recall that we call a half-disk of I™ an open D C I"™
such that is there is an homeomorphism 6 : D = D x [0,1) with D N oI™ =
6=1(D x {0}).
Lemma 8.20. The factorization algebra (A, k) of Definition satisfies that:
(1) for any U C D™ C I"™, one has (A, k)(U) = A(U);
(2) for any half-disk D € Ur», one has (A, k)(D) = k(D) = k.

4Tthe reader shall be aware that the notation D™ in [G2] is what we denote I™ in the present
paper
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(3) The restriction to Urn of the structure maps pu,,..v,.v : @iy (A, k)(U;) —
(A, k) (V) is given as follows: if Uy, ..., U, € Ui~ are pairwise disjoint open
lying in V € U, then

e if V.C D", one has

r A
Uy, -
P, U = QAR (U:) = @A) =57 (A, k)(V)
i=1 i=1
where the last map is the structure map of the factorization algebra A;
e if V is a half-disk, Uy,...,U; € D™ (0 <i<7r)and Uiy1,...,U, are
half-disks, one has

pur..vev = QAR U5 = (QAUN) @ ((Q k(U))
j=1 j=1 j=i+1
(@i % () " g
j=1

where the last map is the structure maps of the factorization algebra

associated to k (Ezample .

Further, any U -prefactorization algebra (in particular any factorization algebra on
on I™) satisfying (1), (2) and (3) above is a Urn -factorization algebra and equivalent
to (A, k).

Proof. Since U~ is a factorizing, stable by finite intersection, basis of opens, the
uniqueness in the last claim follows from Proposition Since (A, k) is a factor-
ization algebra, then it is a Ujn-factorization algebra and the last claim now follows
from the first one.

The restriction to D™ = I™ \ 9I"™ of (A, k) is just the factorization algebra
A by [G2] Proposition 30]. Now, by [G2, Example 37 6], the structure maps

when V is a half-disk is given by the left module structure of [ (017 x( k over

—00,0]
int(9rm)x(—o0,0A. The formula for the structure maps now follows from [G2l Corol-

lary 6] and the factorization algebra formula for left modules as in [G2] § 6.1]. O

The ground ring k is trivially augmented and the augmentation € : A — k is
a map of augmented algebras. Applying the functor Y defined by the composi-
tion (108) above, we get the following map of factorization algebras:

(109) T(e) : (A k) — (k. k).

An immediate consequence of Lemma and Example is that(k, k) = k. We
thus obtain

Lemma 8.21. Let € : A — k be an augmented E, -algebra.

e The factorization algebra (A, k) has a canonical augmentation (A, k) ey

(k, k) =k.
e If D € Urn, then ¢(D) : (A, k)(D) — k(D) = k is equal to ¢(D)(D) :
A(D) — k if D C D™ and to the identity otherwise.

Proof. The first claim was established right before the lemma. The second claim is a
direct derivation of the construction of the functor (T07): T : Homp, alg — Facl
in [G2] and Lemma O
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Assume now that ¢ : A — k is an augmented F,,-algebra, with m > n and let
again € : A — k be a map of locally constant factorization algebras representing
it. By Theorem then e : A — k can be seen as a map in E,-Alg(Fack, ) =
E,-Alg(E,,—n-Alg). From Definition the factorization algebra (A, k) then

belongs to Facl, (Em-n-Alg)-

Lemma 8.22. Lete: A — k be an augmented Ep,-algebra and (A, k) € Fac'S, (Ey,_,-Alg)
be the associated factorization algebra (Deﬁmtion. The factorization homology

of (A, k) is equivalent (naturally with respect to maps of augmented E,,-algebras)

in Ep_n-Alg to the iterated bar construction of A:

(A k) (A, k) = Bar(™(A).
InxRm—n
Proof. A similar result can be found in [FI, [AFT]. Let ¢ : I™ — [0,1] be the
supremum norm map: (x1,...,%,) — max(|z;|). We thus have the factorization
algebra q. (A, k) € Faco 1)(Emn—n-Alg) 2 Fac(o 1) (Facin—.). By [G2l § 6.1], q.(4, k)
is a stratified locally constant. Here, we see [0, 1] as being stratified with two 0-
dimensional strata given by the points {0} and {1}. The algebra corresponding to
the open dimension 1 stratum (as in [G2, Proposition 26]) is f(aI")x(fl,l)me*" A,
while the right module corresponding to the stratum {0} is A = fanRm,n and the
left module corresponding to {1} is k = f(aln)mef" k (by Example .
By definition, the factorization homology of (A, k) is the same as the factorization
homology of ¢.(A, k) € Facl[g’l](Em,n—Alg):

pu(A ) = / (Ak) = / G(AK)
InxRm—n [0,1]

L
= A ® k
DmxR™="  [om—1 gm-nt1 A

where the last line comes from [G2| Proposition 26]. All the equivalences are further
natural with respect to augmented FE,,-algebras maps since p., g, are functors and
by loc. cit.. The result now follows from Lemma [3.17] (]

We now derive another factorization algebra model for the Bar construction. Let
D" = S be the one point compactification of D™ and let k : [™" — S™ = D" be the
canonical projection collapsing the boundary dI™ to a point. We endow Dn = gn
with the stratification with one dimension 0 stratum given by the point at infinity
and one dimension n stratum. This way, x : [ — S” = D' is a map of stratified
spaces (that is maps strata onto strata).

Definition 8.23. We let A € Facgn be the factorization algebra k. ((A,k)) ob-

tained by pushforward along x : I — S™ = D" of the factorization algebra (A, k)
of Definition B.18]

The pushforward k. (k) of the trivial factorization algebra k on I" is equal to
the trivial factorization algebra k on D”. Hence the pushforward along x of the

augmentation of (A, k) (Lemma [8.21)), that is the map

e (106)

(110) A=k ((AK) k
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is an augmentation for A.

Assume now that ¢ : A — k is an augmented F,,-algebra, with m > n and let
again € : A — k be a map of locally constant factorization algebras representing it.
We then get that the factorization algebra A belong to Facgn (Facgm-n).

Lemma 8.24. Let ¢ : A — k be an augmented E,,-algebra (m > n) represented by
a map € : A — k of factorization algebras and A be given by Definition .

The factorization homology ofﬁ is equivalent in E,,_,-Alg to the iterated bar
construction of A:

-~

pe(A) = / (A.k) = Bar™ (4).
InxRm—n

This equivalence is natural with respect to maps of augmented E,,-algebras.

Proof. Since p., ks are functors, by Lemma [8.22| we have an natural equivalence

Ppe(A) = pu(r. (A K))) = pu((A, k) <= (A, k) = Bar(™(A).

InxRm=7

(]

We now describe in more details A. Recall that we see §" = D = D" U {0}
as a stratified space with one stratum being D™ C D" and the other one being
its point at infinity. A basis of neighborhood of oo is given by the complements of
closed Euclidean disk centered at 0 in D™. In particular, we have a factorizing and

stable by finite intersection basis U5 consisting of all opens U C D" C D" and all

opens which are the complement Dn \ D of a non-empty Euclidean disk D ¢ D"
whose center is 0.

Proposition 8.25. The factorization algebra A of Deﬁnition satisfies that:

(1) for any U C D™ C Dn = 8", one has AU) = AU);
(2) for any compact dz's D C D™, one has as an natural equivalence
A(D"\D) = k(D" \ D) = k.

(3) The restriction to Uy of the structure maps py,...v, v : Qi_; AU;) —
.,Zl\(V) is given as follows: if Uy,...,U, € Upn are pairwise disjoint open
lying in V' € Ugw, then

e if V. C D", one has

7 A
ponvny = QAU = QAU Y AW
=1

i=1

the last map being the structure map of the factorization algebra A;

48by abuse of notation we keep the notation A for the factorization algebra m(ﬁ) €
Facgn (Facgm—n)

49by a compact disk of D™, we mean the image in D™ of an embedding of the closed unit
Euclidean disk
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o ifV = ﬁl\ﬁ, where D is an Fuclidean disk centered at 0, Uy,...,U; €
D™ (0<i<r)and Ujt,...,U, are complements of Euclidean disks
centered at ﬂ one has

v = @A) = (@A) & (@ K)

j=i+1

@) k() P
j=1
where the last map is the structure map of the factorization algebra

__associated to k. -

(4) A is stratified locally constant on D™ = S™ (stratified by {oo} C D™"U{o0} =
S™ as above).

(5) Any Uz -prefactorization algebra satisfying (1), (2) and (3) above is a Uz -
factorization algebra whose um’quﬁ extension as a factorization algebra is
further equivalent to A.

Point (5) implies that A is the unique factorization algebra on Dn satisfying the
properties (1), (2) and (3) of Proposition [8.25
Remark 8.26. Note also that by Point.(3), the equivalence, for any compact sub-
disk D, A\(ﬁ?’ \5) = [ of Point.(2), is induced by the augmentation map .
Namely, let V be a factorizing cover of Dn \ D. For any open subset V € V, we
have the augmentation € : A(V) — k(V) = k which is a map of factorization alge-

bras, hence induces a map of Cech complexex: C'(A,V) — C(k, V). The following
diagram, in which the lower arrow is the equivalence of Proposition (2),

(111) C(A,V) < C(k,V)
A(D"\ D) —= k

is commutative in k-Mod (as proved in the proof of Proposition [8.25)). In particu-
lar, the lower map in the diagram is just €(D™\ D) : A(D"\D) — k(D"\D) = k.

Proof of Proposition[8.25. Since A(U) = (A, k) (k1 (U)), point (1) is immediate
from Lemma .

By the generalized Schoenflies Theorem, the complement D™ \ D is homeomor-
phic to a disk. Consequently, claim (2) boils down to proving that (A, k)((0I") x
[0,7)) = k (that is, we are left to the case where D is a compact Euclidean disk).
The open set (0I™) x [0,r) has a factorizing cover, stable by finite intersection,
which consists of open half-disks of the form C' x [0,r) (where, for instance C is a
small convex sub-disk of OI™); denote H such a cover.

Since (A, k) is a factorization algebra, we have that (A4,k)((0I") x [0,7)) is
computed by the Cech complex C (7—[, (A, k:)) of this cover consisting of open half-
disks. By Lemma(Z), the value of (A, k) on any half-disk is just k; further the

50p0te that the U;’s being disjoint implies ¢ =7 or r — 1
51by Proposition
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structure maps are those of the trivial factorization algebra k (see Example [2.21]).

Thus the Cech complex C (’H, (A, k)) is the same as the one of the factorization

algebra k, that is, C’(?—l, (4, k)) = C'(’H, k) Now, Lemma implies that
(A,k)(((f?]") X [Om)) = k((@[”) X [O,r)) = CHarmyxo,r (k) =2k,

and, combining this with the definition of the augmentation map ((110) and Lemma

we further obtain a commutative diagram

C(H,(A,k)) C(k, M)
A(D"\ D) < S~ kD"\D)=k

which finishes to prove claim (2). In particular we see that the natural equiva-
lence in claim (2) is induced by the augmentation. This implies in particular the
commutativity of diagram (111)) above and thus Remark as well.

Claim (3) is proved as in Lemma

Let V be an open disk containing co. Then V'\ {oo} is homeomorphic to R™\ {0}
and £~1(V) is homeomorphic to (9I™) x [0,1). Thus statement (4) reduces to
statement (2).

To prove claim (5), note that Uz is a factorizing, stable by finite intersection,
basis of opens and A is a prefactorization algebra satisfying claims (1), (2) and
(3). Since we already know that A is a factorization algebra, we know that the
data given by the claims (1), (2) and (3) does define a Uz;-factorization algebra.
Proposition implies that any factorization algebra whose value on Uz agrees
with the one of A (which is given by claims (1), (2) and (3)) is equivalent to A
which terminates the proof of statement (5). O

8.2.3. The E,-coalgebra structure of the iterated Bar construction. In this section
we prove that the iterated Bar construction Bar(™ (A) of an augmented E,,-algebra
has an F,-coalgebra structure. In view of Theorem it is equivalent to prove
that there exists a locally constant factorization algebra on R™ whose global section
is the iterated Bar construction Bar(™(A). This is the approach we follow here.

Remark 8.27 (sketch of the construction). The result of Lemma and Propo-
sition [8.25] is that the Bar construction of an augmented E,-algebra € : A — k
is the global section (i.e. factorization homology) of the stratified locally constant
factorization algebra on the Alexandroff compactification D™ U {o0} = Dn = S of
D™ whose value on D" is just the one of A and whose value in a disk centered at
oo is just k. For any disk D inside D™, we can also form its Alexandroff one-point
compactification D= {00} U D and by restriction to D, the factorization algebra
associated to A will give rise to a stratified locally constant factorization algebra on
D". The procedure can be done simultaneously for pairwise disjoint opens in D";
this suggest how the iterated bar construction gives rise to a factorization coalgebra
on D". We now make this scheme precise.
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Let € : A — k be a map of E,,-algebras (with m > n) and which we assume
to be represented by a map € : A — k of factorization algebras over R™. In
other words, A(D) = [, A for any disk D C R™. Recall from Theorem m

that 7,(A) € Fack.(Facl._.). In the following, in order to shorten notations,
we will simply write A for m.(A). In particular for any U open subset of R™,
AU x R") = foRm,n A inherits an E,,_,-algebra structure (canonically induced
by a locally constant factorization algebra structure on R™~").

The restriction of € : A — k to U x R™™" is an augmentation for A(U x R™~").

Remark 8.28. Let ¢ : R* = U C R be an embedding of a disk in R”. Then we
have an homeomorphism ¢ x id : R™ x R™~" 5 U x R™~™ which makes Al xrm—n
into a locally constant factorization algebra over R™ hence A(U x R™ ™) is an
E,,-algebra.

Definition 8.29. We denote Ay the augmented E,,-algebra AU x R™™ ") =

foRm A
We can thus define Bar(™(Ay) the n-fold iterated Bar construction of A, and

;l; € Faclf(Em,n—Alg) the stratified locally constant factorization algebra of Defi-
nition

We wish to define a factorization algebra Ay on U=UU {o0} the Alexandroff
compactification of U. We essentially proceed as for Definition [8.23] above:

Definition 8.30. Let W} be the open cove of U consisting of all opens W such
that either W C U C U or else W = U \ D where D C U is any compact dis

(1) for any W C U C U and for any compact disk D C U , set
Az(W)=AW),  Ay(U\D)=k({U\D) =k

(2) Let Wy,..., W, C U are pairwise disjoint opens lying in V' € U. Assume

in addition that R

(a) either V isin U C U (and thus so are all W;);

(b) or V = U\ﬁ, where D is a compact disk in U, Wy,..., W; € U
and W;y1,..., W, are complements of compact disks (the W;’s being
disjoint implies ¢ = r or r — 1).

We define “structure maps” pw,, . w,.v : Qi_; E(Wl) — ZZ(V) as

follows:

e in case ([2al), we set

T A
PWi,. WV = ®A(Wi) = ®A(Wi) Py A(V)

i=1 =1

the last map being the structure map of the factorization algebra A;

52which is not stable under intersection
53by a compact disk in U, we mean the image in U of an embedding of the closed unit Euclidean
disk
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e in case (2b), we set

awy) o (@ Kwy)

j=1 j=it1

%

i, v = Q) AW;) = (
j=1

where the last map is the structure map of the factorization algebra
associated to k.

Lemma 8.31. o There is a um’qu@ factorization algebra ZE on U which
takes the values given by Definition @ and with structure maps spec-
ified by Definition . above on the relevant opens.

o Further, .71; is stratified locally constant on U , which is stratified with one
dimensions 0 stratum given by the point at oo and one dimension n stratum
given byU .

Proof. Since U is a disk, we can find an embedding ¢ : R™ 2 U c R”, which induces
an homeomorphism Dr=~U. Asin Deﬁnition we have the E,, algebra A4 and
a stratified locally constant factorization algebra on Dn~(. By Proposition
we see that the factorization algebra A4 takes the same value as EU on the opens
specified in point . Further, it has the same structure maps as those given by
Definition |8.30 on the basis of opens (¢(V), Ve Z/lfﬁ)

Thus by Proposition (5), we see that Ay is the unique factorization algebra
structure on U taking these values.

It only remains to prove that .//4; does has the structure maps claimed by Def-
inition in case for arbitrary compact disk D. The proof is similar to
the proof of the commutativity of Diagram obtained in the proof of Proposi-
tion [8.25} we used the generalized Schoenflies theorem to restrict to a cover by half
disks and use the Cech complexes of this cover to deduce the result. ([l

Definition 8.32. We denote .//4; the stratified locally constant factorization algebra
on U defined by Lemma It is augmented €: Ay — k.

Remark 8.33. Let ¢ : R™ = U be an homeomorphism so that we have the E,,-
algebra A, from Definition By Lemma and Lemma we have an

natural (with respect to maps of augmented E,,-algebras) equivalence of E,,_,-
algebras:

(112) Bar™(Ag) = p.(Ay) = Ap(D).

The one point compactification is contravariant with respect to open inclusions:
if U C V are open subsets of R™, we have the continuous map

(113) s V—U
which is the identity on U C V and collapses the complement 1% \ U to the point
at oo of U = U U {o0}.

54up to a contractible family of choices
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By pushing forward along ¢};, we get the factorization algebra
W (74—\7) € Facy (Fackn—n).
Note that by definition of factorization homology for factorization algebras we have:
(114) 1§ (A)(0) = p. o1y, (Av) = p.(Av) = Ay (V)

We wish to define a quasi-isomorphism 7} : LE*(.Z;) — .71; of factorization
algebras over U.

To do this, we consider the cover of U given consisting of all opens W C U C U
and all opens which are the complement U \ D of a compact disk D. We note

Lemma 8.34. Let D be an open subset of U.
(1) If D C U, then 1}; (Ay)(D) = Ay (D) = A(D) = Ay (D);
(2) if D=U\D, then 1} ,(Av)(D) = Ay (V\ D) = k(V\D) = k.

Proof. Choose homeomorphisms ¢ : R™ 5 Uand ¢ : R* 5 V so that ¢ identifies V
with D™ and we are left to the case where ¢ : R™ — U is a sub-disk of D™. We have
a factorizing and stable by finite intersections basis Uy (as in Proposition [8.25)).

The basis Uy is defined as the set consisting of all opens W C U C U and all opens

which are the complement U \ #(D) of the image by ¢ of a non-empty Euclidean
compact disk D C R™ whose center is 0.
Now, the lemma is a consequence of the Definition of the pushforward ¢y} (Ay),

Definition and Proposition (1) and (2).

We now define the aforementioned map ~}; .

Lemma 8.35. Let W be in the cover Wy as defined in Definition |8.30} ; that

is either W C U C U or W is the complement U \ D of a compact dis 1 DcU.
Let

W (W) 2 o (Av) W) — Ay (W)
be the augmented E,,_,-algebra map defined (using the identifications provided by

Lemma ,

e as the identity map
Y0 (W) 2 17, (AV)(W) = AW) == AW) = Ay (W)
if W U, R
e and, if W = U\ D, D C U a compact disk, as the restriction of the
augmentation of Ay :
v T _/\Aig(f/\ﬁ) N
W W) o ()W) = Ay (VA D) S22 k(V\ D) = k = Ag (W)
(where the last equality follows from Proposz'tion and € is the augmen-

tation map (110)) ).

(1) The collection (v (W)) is a map of We-factorization algebras.

Welds

55by a compact disk in U, we mean the image in U of an embedding of the closed unit Euclidean
disk
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(2) The collection (VI‘J/(W))WeMA

LK*(VZ;) — Ay of factorization algebras over U.
(3) VY is further a map of augmented factorization algebras (with respect to

the augmentation (110))).
\4

(4) The map LZ*(;(;) v, ,/4; is an equivalence of factorization algebras.

has an uniqu extension into a map ’y[‘J/ :

Proof. We need to prove that, for any pairwise disjoint open Wy,..., W, € Wy
lying in Z € W, the following diagram

(115) ® (A (W) — Y (Av)(2)
irlwx(wi)i @ VW(2)
® Z;(WZ) PWy,....Wp.Z Z;(Z)

is commutative.

If Z ¢ U (and consequently all the W; C U as well), then this is a trivial
consequence of Lemma M(l) Let Z = U \ K with K a compact disk in U.
We may assume Wy,...,W; € U with j = r —1 or j = r, and the remaining
Wii1,..., W, (note that there may be only one or zero such W) to be of the form

~

U\T where T is a compact disk in U. Unfolding the definition of 7} using statement

(3) in Proposition and Lemma we obtain that the diagram ([115)) can be
rewritten as the following diagram

(116)
(ieol?t;(vvi))@(,:éilﬁ?(?\?) P Ay (V\T)
(éid)@(i%f@\ﬂ)l l V\K
(@A) & ( & k) — : . k
i=1 i=j+1 ( X E(WJ)@( ® id) =1

i=1 i=j+1
and that further the lower left triangle in diagram (116 is commutative. The
commutativity of the upper right part of diagram given by the fact that
€: Ay — k is a map of factorization algebras. This proves that the (77 (W)) forms
a map of Wg-factorization algebras.

Now, note that Wg contains a factorizing, stable by finite intersections, basis
U of opens. Indeed, let ¢ : R™ — U be an homeomorphism. Then the cover Uy

consists of all opens W C U and all opens U \¢(K) where K is a compact Euclidean
ball centered at 0 in R™. The fact that the collection (7 (W)) extends uniquely to
a map of factorization algebras is hence a consequence of Proposition [2.28

Indeed, if F € Facg and D C U is an open set, then the Cech complex
C’(Dua,]:) = F(D) where Dy is the cover of D consisting of all opens of Up
which lies in D. In particular any map of Ug-factorization algebras defines a map

56up to a contractible family of choices
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between the associated Cech complexes. This construction is the inverse of the
restriction functors from factorization algebras to Ug-factorization algebras.

From above, to prove statement.(3), it is sufficient to check that v is a map
of augmented factorization algebras on the opens of Uy. If W C U, then there is
nothing to prove since v} (W) is the identity. If W = U\ ¢(K) then k = Ay(W)
and the augmentation map (110)) is the identity & — k& and there is nothing left to
prove.

— \4 —

Finally, again by Proposition [2.28] to prove that .} (Ay) 2v, Ay is an equiva-
lence of factorization algebras, it is sufficient to prove that its restriction v, (W) on
any open W € Up of the above basis is a quasi-isomorphism. The only case which
needs a proof is when W = U \ D with D = ¢(K) where K is a compact Euclidean
ball centered at 0 in R™. By Proposition (2) and diagram , we have a
commutative diagram

vy (W)

S<
.
2
G
Il

A7 (V\ D) KT\ D)~k

from which we deduce that 4} (W) is a quasi-isomorphism. Hence Claim.(4) of the
Lemma holds. g

Passing to facﬁgizationkm\mology, i.e. evaluating on U , the/f&ctorization algebra
map 7y, : )}, (Av) — Ay induces a map ) (U) : oY (Av)(U) — Ay (D).
Composing this map with the string of equivalences (114]), we get the following
map of (augmented) E,,_,-algebras

(117) T pe(Av) = A (V) 2 1Y (Ay) " Ay = p. (Ao)

between the factorization homology of Z; and the factorization homology of ZE

We now define the factorization coalgebra (Definition [2.12) U — Bar(™ (A)(U)
we have been seeking for.

Definition 8.36. Let € : A — k be a map of locally constant factorization algebras
over R™.
e Let U C R™ be a disk. We define Bar(™ (A)(U) := p. (.,/4;) € Eyy_p-Alg™?
the factorization homology of the Factorization algebra
Ay on U from Definition
e Let Uy,...,U, be a family pairwise disjoint open sub-disks of an open disk
V C R™. We define the structure map &y, .y, v : Bar™(A) (V) —
®;_, Bar™(A)(U;) to be the following maps in E,,_,-Alg""9:

= R pe(Ay) = Bar™(A)(U1) @ - @ Bar™ (A)(U,.).

Here the maps 7}, are the compositions (117).
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FIGURE 3. The map Bar™(A) (V) — Bar™(A)(U;) ®
Bar(™(A)(Us) @ Bar™ (A)(Us)

Let € : A — k be a map of E,,-algebras (with m > n) and assume it is representedm
by the factorization algebra map € : A — k. In that case, we also denote

Bar™ (A)(U) := Bar™ (A)(U).

Unfolding the definition, the map 4y, .. v, v is essentially the map of factor-
ization algebra given by the identity on each U; and the augmentation in their
complement as is pictured in Figure 3| (in the case r = 3).

Theorem 8.37. Let 0 <n < m.

(1)

There is an co-functor
! - le,
Bar™ : Facg,™? — coFack., (Facﬁgmcff)

from (00, 1)-category of locally constant augmented factorization algebras
over R™ to the (00, 1)-category of locally constant cofactorization algebmﬁ
over R™ with values in locally constant augmented factorization algebras
over R™™",

The functor Bar™ is given by the rule ¢ — Bar™ (A)(U) together with
the structure maps 0u, ... v,,v of Definition @
let € : A — k be an augmented E,,-algebra. There is an natural equiva-
lence Bar(™(A) = Bar(™ (A)(R™) between the iterated Bar construction
of A (in the sense of Deﬁnition and the cofactorization homology of
Bar™ (A).

In particular, the iterated Bar construction Bar™(A) has an natural
structure of B, -coalgebra in E,,_,-Alg®"? and the iterated Bar construction
functor (Deﬁnition lifts as a functor of (00, 1)-categories

Bar™ : E,,-Alg"™9 — En-COAl!](Em—n‘Algaug>'

57in other words A(W) Ju A for any open subset W C R™
8in the sense of Definition , that is a locally constant N (Disk)(R"™)-coalgebra

5
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Proof. First note that Bar(™ (A)(R™) = p,(A) where A is the factorization algebra
on R™ of Definition Thus, by Lemma we have an natural (with respect
to maps of augmented FE,,-algebras) equivalence

Bar™ (A) =5 p,(A) = Bar(™ (A)(R™).
Hence, part (2) in the Theorem is a corollary of part (1) and the relationship
between factorization (co)-algebras an Ey-(co)-algebras, namely Theorem and
Proposition [2.25]

We now prove part (1). The functoriality of U — Bar(™ (A)(U) is a straightfor-
ward consequence of the functoriality of p. (Z;) and of the transformations vy, of
Lemma

Now, recall that each of the maps :VI‘J/@- (defined as the composition ) are
augmented F,, ,-algebras maps. Hence so is the map

Ouy,... UV Bar(™ (A)(V) — Bar™ AU ® Bar(™ (A)(U,)

from Definition R.36

The invariance under the symmetric group action of the structure map follows
right away from its definition. We also need to check the naturality of the structure
maps with respect to inclusions of disks, i.e., the identity:

(118) <5vvll,...,Vi/;1,U1 ®-- '®5W{,...,W[T,UT) °0u,,.,.U,,V = 0w, . wi

i1

W, WLV

which has to hold for any families of pairwise disjoint open sub-disks Wf c U;
(where j = 1...r). Unfolding Definition we see that the identity (118) follows
from the following identity

~U; - -
(119) s © L,@j*(%yj) = pyéfvg

if it holds for all inclusions Wf C U; C V of open subsets. It is enough to check
this identity for the underlying factorization algebras maps, that is too prove:

U
(120) fyw”_j o L‘(Z*(%‘fj) = 71‘//Vj

Let 9? : R" — WZ] and ¢; : R" 5 U; C V be homeomorphisms. In view of

Lemma it is sufficient to check the above identity (120) on the factorizing
cover U;V\j consisting of all opens in W/ and all complements of 6 (D) where D is a

compact Euclidean disk. Both sides of identity (120) are equal to the identity when
restricted to an open subsets of W/ and to the (restriction of the) augmentation in
the second case since 7(‘]/], is a map of augmented algebras (Lemma .

It remains to prove the locally constant condition. That is we need to see that
for an open sub-disk U < V of a disk V, the map (117)

3+ Bar™(A)(V) = p.(Av) = Ay (V) 2 0 (Av)
20, Ay = p.(Ay) = Bar™(A)(U)

is a quasi-isomorphism. That v} ((7 ) is a quasi-isomorphism is given by Lemma.
Hence, so is ;.

We have proved that the rule ¢ — Bar(™ (A)(¢) (see construction (8:36)) is a
locally constant N (Disk(R™))-coalgebra object in E,,_,-algebras. Consequently,
the iterated Bar construction given by Definition [8.15]is a functor from augmented
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FE,-algebras to E,-coAlg (Em_n—Algaug). By Proposition |8.14} this functor agrees
(in the (oo, 1)-category Eyn—n-Alg™?) with the one given in Section The iden-

tification of the two E),-coalgebras structure is done as in the proot of Proposi-
tion [6.15] (]

Remark 8.38 (sketch of a variant). Let A be an E,-algebra induced by a factor-
ization algebra A on R™. The factorization algebra Aon S" (from Definition
is obtained by pushing forward the factorization algebra (A, k) on the stratified
closed disk I™ from Definition [8.18] Further, for convex bounded open subsets of
R"™, we can think of the iterated Bar construction of A, restricted on V' as a strati-
fied factorization algebra D — Bar(™ (A)(D) on the closure V of V (which assigns
the A-E,-module k to balls in a neighborhood of the boundary V' \ V). In fact, for
any disk V and any homeomorphism 1 : R” = V, we can construct a factoriza-
tion algebra (Ay, k) on the stratified closed disk I™ and the global section of this
factorization algebra is quasi-isomorphic to Bar(”)(A). It is possible to define this
way a locally constant parametrized factorization algebra on R™ (Definition
which is equivalent as the one we construct using A in Theorem

The basic idea is that, given sub-disks Uy,...,U, in V with homeomorphisms
¢; : R" 5 U; and an embedding h : [[}_; R® — R™ such that ¢ o h = [[]_, ¢i,
we can construct a locally constant stratified factorization algebra F on I™ which
is stratified with one open strata given by the union of the disks h({J;_, R™) and
one closed stratum given by their complement 1™\ h({J;_; R"). Then F is roughly
defined as the rule which to each ball D inside ¢; '(U;) associates [ $:(D) A, and
which associates F(D) = k on the closed strata. The factorization algebra structure
is given by the A-F,-module structure of k. The map which is the identity on each
disk D inside the preimage of a U; and is the augmentation ¢ : A — k on each
disk in a small neighborhood of the closed strata defines a map of factorization
algebra (Ay, k) — F, which on the global section is a map from Bar(™(Ay) —

®::1 Bar(")(A(m)

Let € : A — k be a map of augmented locally constant factorization algebras
over R™ and 1 < 4, be such that ¢ + 7 < m. By Theorem we have the th

Bar construction Bar)(A) € CoFac]lg;a“g (Facﬁgfff ) In particular for every open

le,aug

set U € RY, we get an augmented factorization algebra Bar()(A)(U) € Facg s

from which, by Theorem [B:37] again, we get
Bar?) (Bar'Y (A)(U)) € coFacl; (Facﬁgfff’,j) :

Recall that the structure maps 0y, . v, v from Definition m (associated to the
functor Bart") and sub-disks U;, V) are as the tensor product (S ’y(‘]/i where the
%‘fi are maps of augmented factorization algebras over R™ %, Hence we get a map

(121) ®Bar(j)(7y(‘i) : Bar(j)(Bar(i)(A)(V))

— Bar?) (Bar(i) AM)®-® Bar? (Bar(i) (A)(U,))
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in coFack; (Facléd ) The proof of Theorem [8.37| and the proof of Lemma [8.17]

Rm—i—J
shows that

Proposition 8.39. Let e : A — k be a map of augmented locally constant factor-
ization algebras over R™ and 1 <14,7 be such that i+ 7 < m.

(1) The structure maps (121)) make Bar(j)(Bar(i)(A)) an object of the (00, 1)-
category coFack, (coFac]lRCj (Facﬁg,’fig,j)), functorially in A: in other words

we have a functor
; ; 1 l
Bar'?) o Bar . Facg,"? — coFacﬁ@ (coFac]lR% (Facﬂgfff_j>).

(2) There is a commutative diagram of functors:

1 Barliti) lc
Facg,"? coFack+, Facg MY,

™| T
Bar oBar() \L

coF ac]l}@- (coFac]chj (F ac]llg;,?f 7, ) )

where the left vertical arrow is the pushforward.

In other words, through Dunn isomorphism, the proposition states that the
functor Bar{™ is the same as the n-times iterated Bar construction Bar¥) o .- o

BarD.,

We finish this section by comparing the iterated Bar construction of Theo-
rem [3.37] with centralizers and the construction of §

Proposition 8.40. Let ¢: A — k be an augmented E,,-algebra and 0 < n < m.

(1) The dual RHom(Bar™ (A), k), endowed with the E,,-algebra structure
dual to the E,,-coalgebra structure of Bar(™ (A) (given by Theorem. (2)),
is the centralizer 3(A < k) of the augmentation (see §|6.5).

(2) BarM(A) is equivalent as an Ei-coalgebra to the standard (§ Bar
construction Bar*'*(A) and Bar(™(A) is equivalent to the iterated Bar
constructions of [F1] (in the co-category En—coAlg(Em_n—Algaug)).

(3) If m = oo, the iterated Bar functor

Bar™ : B -Alg™9 — En—coAlg(Eoo-Algaug>

giwen by Theorem [8.37 is naturally equivalent to the one obtained in §[8.]]
(and in particular Theorem .

Proof. Dualizing the construction of the locally constant N (Disk(R™))-coalgebra
structure shows that the dual RHom(Bar(™ (A), k) of the Bar construction has a
locally constant N (Disk(IR™))-algebra structure whose global section gives us the
E,,-algebra structure on RHom(Bar(™ (A), k) asserted in Claim

By Proposition [2:28] it is enough to check that this dual structure coincides with
the one given in Theorem [6.8]on the factorizing basis CVX of bounded convex open
subsets of R™. Recall [, k = k(V) = k for any open V. For U € CVX with center
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*y, we have have an natural equivalence
(122)

Bar™ (A)U) = p.(Ay) = /A & [ ko /A Sk
U Jovpegd YO\ o} U S d

{xu ¥ {*v’

given by Lemma Proposition and Lemma (this also follows from
Remark [8.33| applied to any ¢ : R" — U such that (0 ) = xy). It follows that

RHom'¢/t / /
fU\{*U}

o RHomA"(A k)(U)

where the last line is from Step 2, § [6.2.2] and the A-E,-module structure on k
is given by the augmentation ¢ : A — k. To conclude that the dual of U —
Bar(™ (A)(U) is the factorization algebra of Theorem it remains to the compare
the dual of the structure maps of Definition [8.36] with the ones in § [6.2.2]

Let Uy,...,U, be convex open sets lying inside a bounded convex open set V.
By Lemma@ the dual RH om(’y[‘]/i , k) is a factorization algebra map on U; which

is given by the augmentation € on every open subset W = U \ D which is the
complement of a compact Euclidean disks containing the *;. Further, on any open
subset W' of such a W, the image under the equivalence (123)) of RH om('yl‘fi k)
evaluated on W', is a section in Mapg,cc  (Ajy;, Bju,) (see §16.2.2) which, again,

(123)  RHom(Bar™ (A)(U), k(U))

1%

is simply given by the augmentation.

A contrario, on any open set W lying inside U;, the dual RH om('y[‘]/i, k) is the
identity. Thus, its image under the equivalence on any open subset x; C W C
U;, is just the map taking a global section f € RHomin (A, k) (U;) to its restriction
on W.

Since dy, ...,v, is obtained by tensor product of the 7/ (Definition|(8.36), it follows
that the dual of 0y, .. v, coincides with the structure maps py, q4....u,,v given by
Formula on the cover Uy, ... v, v. This proves Claim .

That the algebraic of Bar(™ (A) agrees with the one in [F1] follows from Dunn
Theorem (see [L-HAL [F1] or Theorem once we know that Bar(M)(A) is equiv-
alent, as an E;-coalgebra, to the standard Bar construction Bars*?(A). By homo-
topy invariance, we may assume that A is a differential graded associative algebra.
By Lemma we have a natural equivalence Bar(A) = Bar®'¢(A) and fur-
ther the (two constructions) of the Bar construction computes the derived functor
k ®% k. The coalgebra structure of Bar*!?(A) is induced by the comultiplication
8 : Bar®**(A) — Bar®'?(A)® Bar®*¢(A) which realized the following map of derived
functors (in k-Mod):

zd®A5®A2d

®2
(124) Sikeh k2 kel Ak k elikehh (kalik)

The construction (L05]) can be rewritten as

L L
Bar(A) = k®/A®k
AJr A

using the natural A® A% = [, A-module structure of [, A. Now the Ej-coalgebra
structure of Bar(A) is given by the inclusion of two disjoint open intervals Iy
and I inside I. We denote Ji,Ja, J3 the three disjoint intervals whose union is
the complement I \ (I3 U I3). Unfolding the definition of the map 0y, 1, 1 given
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by Definition [8:36] and Lemma [8:35] using excision for factorization homology
(see [L-HA| [F1l, [GTZ2l [AFT]), we find that, d;, 1, r is the composition

L L L L L L L L
(125) Bar(A) = k®/A®k—>k®/ A®/ A®/ A®/ AG [ Ack
AJr A A J1 A I A o A I A Js A

idRL c@L idoL ek idL el id . L L L L
HEACDANIBAGAtIBATA? k@/ A®k®/ A® k= Bar(A) ® Bar(A).
Al A AJg, A

Hence, the underlying coproducts of the Ej-coalgebra structure on Bar(A) realize
the map (124). Thus, they induce the E;-coalgebra structure of Bar**¢(A) under
the equivalence given by Lemma [8:13]

We are left to prove Claim . By Proposition and Lemma we know
that the iterated bar functor Bar(™ from Theorem coincides in E..-Alg®"?

with the the one obtained in §[8.1]

We need to compare the E,,-coalgebra structures. By Lemma we are left
to compare the structure maps ¢, ., g : Q;_, Bar™(A)(¢;) — Bar(™(A)(R")
with the maps giving rise to the structure in Theorem

Further, from equivalence above, Proposition [8.8| and its proof we obtain

a commutative diagram of equivalences

(1260)  p.(Ay) = Bar®™(4)(U) —— =~ CHy(A) % k= CHg (A, k)

IR
 —
IR

L o
A & k& CHy(A) & &
Jo (oA CHuy\ (xy3 (A)

1R
&

for every convex open set (in particular cube) U C R™. The lower arrow of the dia-
gram is the tensor product of the equivalences between factorization and Hochschild
homology given by Theorem [3.13

We wish to analyze the structure maps dy, .. v, v (where all the sets U;’s, V are
convex) under this equivalence. For any ¢ = 1...r, from the above diagram
and the definition of the map , we get the commutative diagrams

(127) D (AV) ’ P (-AUq)

Lo (), @i L

where Lgi V= (/]\l is the map which collapses the complement of U; in V to
a point.

Recall that 0y, ,....u,,v is the tensor product @ %y, (Definition , tensoring
the commutative diagrams applied to cubes Uy, ..., U, inside V = R", we get
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the commutative diagram

Bar®™ (A)(R") = p.(Azn) ® p-(Av,) = ® Bar™ (A)(U;)

i=1 =

- |-

L inchS™ T (Uy,...,Uy r L Qr
CHn (A) &k — ( . ® (CHz(A) S k) = (CHse (4,1))

i=1

where the lower map is the pinching map applied to the cubes Uy,...,U,.
Together with Lemma this proves that the FE,-coalgebra structure given by
Theorem R0 is the same as the one from Theorem O

Remark 8.41 (E,-analogues of (homotopy) bialgebras). The category of (dif-
ferential graded) bialgebras is the same as the category coAlg(Alg) of (differential
graded) coalgebra objects in the category of (differential graded) algebras.

In particular, the (co, 1)-category Ej-coAlg(E;-Alg) is equivalent to the (oo, 1)-
category of (differential graded) bialgebras in k-Modx.

We thus think of Ep—coAlg(Eq—Alg) as analogues of bialgebras with some com-
mutativity and cocommutativity conditions lying in between (dg-)bialgebras and
(dg-)commutative and cocommutative bialgebras.

Note that in characteristic zero, by choice of a formality isomorphism Py =2
Eg4, a model for the co-category Ed—coAlg(El—Alg) is given by the oco-category of
(homotopy) d-bialgebras considered by Tamarkin [Ta2].

Also, Proposition [8.37 implies that the Bar construction of an Fs-algebra is
naturally a (homotopy) bialgebra. It would be interesting to relate this result with
a "somehow dual” result of Kadeishvili [Ka|] stating that the cobar construction
of a (dg-)bialgebra has an natural structure of homotopy Gerstenhaber algebra
structure, hence of Fs-algebras in characteristic zero.
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